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A B S T R A C T

We study the solution theory of linear switched singular systems. In a recent paper by Anh et al. (2019),
it was highlighted that the common assumption that each mode of the switched system is index-1 is not
sufficient to guarantee existence and uniqueness of solutions of the corresponding switched system and the
notion of ‘‘jointly index-1’’ was introduced. However, until now it was not clear what conditions are actually
required to guarantee existence and uniqueness of solutions if the switching signal is not considered arbitrary.
In particular, we study the two relevant situations where the mode sequence is fixed (and the switching times
are arbitrary) and where the whole switching signal is fixed. In both cases, we provide conditions in terms of
the original system matrices which ensure existence and uniqueness of solutions. We also extend the idea of
the one-step map introduced by Anh et al. (2019) to these two cases. It turns out that in the case of a fixed
switching signal, the index-1 condition for the individual modes is also not necessary (in addition to not being
sufficient). Furthermore, we utilize the established solution theory to provide characterizations of observability
and determinability of switched singular systems.
1. Introduction

We study the solution theory as well as observability notions of a
class of switched systems where each mode is a discrete-time singular
linear system. To be specific, Switched Linear Singular Systems (SLSSs)
of the following form are considered:

𝐸𝜎(𝑘)𝑥(𝑘 + 1) = 𝐴𝜎(𝑘)𝑥(𝑘), 𝑘 ∈ N (1a)

𝑦(𝑘) = 𝐶𝜎(𝑘)𝑥(𝑘), (1b)

where 𝑘 ∈ N is the time instant, 𝑥(𝑘) ∈ R𝑛 is the state, 𝑦(𝑘) ∈ R𝑝, 𝑝 ∈ N
is the output, 𝜎 ∶ N → {0, 1, 2,… , 𝚜} is the switching signal determining
which mode 𝜎(𝑘) is active at time instant 𝑘, and 𝐸𝑖, 𝐴𝑖 ∈ R𝑛×𝑛 and
𝐶𝑖 ∈ R𝑝×𝑛 are real constant matrices. The matrices 𝐸𝑖 are singular in
general, i.e. 𝑥(𝑘 + 1) is not explicitly expressed as a function of 𝑥(𝑘).
Note that the switching is triggered only by the time and not by the
state, in particular, (1) can also be interpreted as a time-varying linear
system.

Under the assumption that all 𝐸𝑖 are invertible, the system (1) can
be rewritten as a (non-singular/ordinary) switched linear system, which
has been broadly studied (see e.g. [1–3]). The consideration of singular
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systems (also called descriptor systems) goes back at least to the 70s [4]
and is motivated by the observation that most first principle models
of realistic systems involve dynamic as well as algebraic equations.
SLSSs are still an ongoing research field with a strong focus on stability
results (see e.g. [5–12]). Based on these stability results, certain control
designs have been proposed, e.g. iterative learning [13] and state
feedback [14]. However, as pointed out in [15] most of these results
lack a thorough discussion of the existence and uniqueness of solutions,
in fact, it was shown in [15] that the standard index-1 assumption for
each mode is not sufficient to guarantee existence and uniqueness of
solutions of SLSSs of the form (1), instead the stronger notion of jointly
index-1 is sufficient (and necessary). Our first main contribution is the
extension of this important result (which was concerned with arbitrary
switching signals) to the situation for constrained switching signals.

The second main contribution is the investigation of observability
notions of (1), i.e. the ability to reconstruct the state from the knowl-
edge of the output. Apart from our own preliminary results [16,17],
this topic has not been studied in the literature so far for singular
systems; for non-singular systems, some characterizations were carried
out using some different approaches such as Kalman rank condition-
based (see e.g. [3,18,19] and geometric approach (see e.g. [1]). We
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are however strongly inspired by the results from the continuous time
in the context of switched differential algebraic equations (see e.g. [20–
22]) and by the results for nonsingular systems as the basic foundation
in developing the observability characterizations for singular systems.

This paper is arranged as follows. After providing some prelimi-
naries in Section 2, we recall the notion of ‘‘jointly index-1’’ in Sec-
tion 3 and propose the two generalizations ‘‘sequential index-1’’ and
‘‘switched index-1’’ (Definition 3.5). Then we show that these two
notions are precisely the ones that are necessary and sufficient for
solvability in the sense of Definition 3.8 and we also provide ex-
plicit formulas for the corresponding one-step map. The one-step map
is then utilized in Section 4 to characterize the observability and
determinability of an SLSS with a fixed switching signal.

2. Preliminaries

In the following, some general mathematical preliminaries are col-
lected, which are needed to formulate and prove our main results.

Definition 2.1 (Generalized Inverse). For a matrix 𝑀 ∈ R𝑚×𝑛, a
eneralized inverse of 𝑀 is defined as a matrix 𝑀+ ∈ R𝑛×𝑚 that satisfies
𝑀+𝑀 = 𝑀 .

A generalized matrix always exists, but is not necessarily unique,
ne possible choice is the well-known Moore–Penrose pseudoinverse
23]. Furthermore, for two generalized inverses 𝑀1 and 𝑀2 of 𝑀 , it is
asy to see that (𝑀1 −𝑀2)𝑦 ∈ ker𝑀 for all 𝑦 ∈ im𝑀 .

In the following, let 𝑀−1 denote the preimage of a (possibly
ingular) matrix 𝑀 ∈ R𝑛×𝑛 over a set  ⊆ R𝑛, i.e. 𝑀−1 ∶= {𝑥 ∈ R𝑛 ∶
𝑥 ∈ }. The next result about the preimage of a singleton is probably

ot new, but a proof is difficult to find in the standard literature, which
s why we include one for the convenience of the reader.

emma 2.2. For any matrix 𝑀 ∈ R𝑛×𝑛 and 𝑦 ∈ im𝑀 , we have that
−1{𝑦} = {𝑀+𝑦} + ker𝑀

here 𝑀+ is any generalized inverse of 𝑀 .

roof. By definition 𝑀−1{𝑦} is the solution set of 𝑀𝑥 = 𝑦. Let 𝑀+𝑦 =∶
𝑝, then multiplying both sides with 𝑀 gives 𝑀𝑥𝑝 = 𝑀𝑀+𝑦. Since
∈ im𝑀 , we can represent it as 𝑦 = 𝑀𝑧 for some 𝑧 ∈ R𝑛, consequently

𝑥𝑝 = 𝑀𝑀+𝑀𝑧 = 𝑀𝑧 = 𝑦

.e., 𝑥𝑝 = 𝑀+𝑦 is a particular solution of 𝑀𝑥 = 𝑦. Since the solution set
f 𝑀𝑥 = 𝑦 is equal to {𝑥𝑝} + ker𝑀 the claim is shown. □

Finally, we provide the following lemma about intersections of
affine) subspaces, which is a generalization of [15, Lem. 3.4].

emma 2.3. Consider three subspaces  , , ⊆ R𝑛, then  ∩ ({𝑢}+)
s a singleton for all 𝑢 ∈  if, and only if,  ⊆  ⊕ . In that case

∩ ({𝑢} +) = {𝛱
 𝑢}, (2)

here 𝛱
 ∶  ⊕ →  is the canonical projector from  ⊕ to  .

roof. Step 1: We show that  ∩ ({𝑢} +) is nonempty for all 𝑢 ∈ 
f, and only if,  ⊆  + .
tep 1a: Necessity.
eeking a contradiction, assume  ⊈  +  , i.e. there exists 𝑢 ∈ 
hich is not in  + . Choose 𝑣 ∈  ∩ ({𝑢} +), then there is 𝑤 ∈ 
ith 𝑣 = 𝑢 +𝑤, i.e. 𝑢 = 𝑣 −𝑤 ∈  + which contradicts the choice of

.
tep 1b: Sufficiency.
et 𝑢 ∈  ⊆  +  and choose 𝑣 ∈  , 𝑤 ∈  such that 𝑢 = 𝑣 + 𝑤,
hen 𝑣 = 𝑢 − 𝑤 ∈ {𝑢} +  and hence 𝑣 ∈  ∩ {𝑢} +  , i.e. the latter
ntersection is not empty.
2

p

Fig. 1. Mode sequence (3).

Step 2: If  ∩ ({𝑢} + ) is non-empty for at least one 𝑢 ∈  then
 ∩ ({𝑢} + ) is empty or a singleton for each 𝑢 ∈  , if, and only
if,  ∩ = {0}.
Step 2a: Necessity.
Seeking a contradiction assume that  ∩ ≠ {0} and choose 0 ≠ 𝑝 ∈
 ∩ . Choose some 𝑢 ∈  for which  ∩ ({𝑢} +) is non-empty and
choose 𝑣 ∈  ∩ ({𝑢} +). Then there is 𝑤 ∈  with 𝑣 = 𝑢 + 𝑤. Since
𝑣 + 𝑝 = 𝑢 + 𝑤 + 𝑝 and 𝑣 + 𝑝 ∈  as well as 𝑤 + 𝑝 ∈  we arrive at
𝑣+ 𝑝 ∈  ∩ ({𝑢} +) and since 𝑣 ≠ 𝑣+ 𝑝, the set  ∩ ({𝑢} +) is not a
singleton (and also not empty).
Step 2b: Sufficiency.
For some 𝑢 ∈  for which  ∩ ({𝑢} +) is non-empty, let 𝑣1, 𝑣2 ∈  ∩
({𝑢}+), then there exists 𝑤1, 𝑤2 ∈  with 𝑣1 = 𝑢+𝑤1 and 𝑣2 = 𝑢+𝑤2.
Consequently  ∋ 𝑣1 − 𝑣2 = 𝑤1 − 𝑤2 ∈  , i.e. 𝑣1 − 𝑣2 ∈  ∩ = {0},
which implies that 𝑣1 = 𝑣2.
Step 3: We show (2).
Let 𝑢 ∈  ⊆  ⊕  and choose (unique) 𝑣 ∈  , 𝑤 ∈  such that
𝑢 = 𝑣 + 𝑤, then 𝛱

 𝑢 = 𝑣 ∈  and 𝛱
 𝑢 = 𝑢 + 𝛱

 𝑢 − 𝑢 = 𝑢 + 𝑣 − 𝑢 =
𝑢−𝑤 ∈ {𝑢}+ . Hence 𝛱

 𝑢 ∈  ∩ ({𝑢}+) which together with Step
2 concludes the proof. □

Lemma 2.3 tells us that for any 𝑢 ∈  ⊆ ⊕ , there exists a unique
𝑣 ∈  for which there exists 𝑤 ∈  with 𝑣 = 𝑢 + 𝑤 and this vector is
given by 𝑣 = 𝛱

 𝑢.

3. Solution theory

3.1. Class of switching signals and solution notion

In addition to considering arbitrary switching signals, we put special
focus on individual switching signals as well as switching signals with
known switching sequences (but arbitrary mode durations). In particu-
lar, for a given mode sequence (𝜎𝑘) = (𝜎0, 𝜎1,…) ⊆ {0, 1,… , 𝚜}N and a
strictly increasing sequence of switching times (0 = 𝑘𝑠0, 𝑘

𝑠
1, 𝑘

2
2,…) ∈ NN

we consider switching signals of the form1 (see also Fig. 1 for an
illustration)

(𝜎𝑘), 𝜎(𝑘) = 𝜎𝑗 if 𝑘 ∈ [𝑘𝑠𝑗 , 𝑘
𝑠
𝑗+1), 𝑗 = {0, 1, 2,…}. (3)

We refer to mode 𝜎0 as the initial mode. Furthermore, we will often
consider a finite time interval [0, 𝐾] ⊆ N for (1) on which only 𝐽 ∈ N
(finitely many) switches occur.

Note that each switching signal 𝜎 is uniquely determined by its
mode sequence (𝜎0, 𝜎1,…) and the sequence of mode durations (𝑘𝑠𝑗+1 −
𝑘𝑠𝑗 )𝑗=0,1,… (where for a finite time interval the last index is 𝑗 = 𝐽 and
we define 𝑘𝑠𝐽+1 ∶= 𝐾 + 1).

In the following we put special focus on local solutions of (1a)
on a finite time interval [𝑘0, 𝑘1]; where such a solution is a sequence
𝑥(𝑘0), 𝑥(𝑘0 + 1),… , 𝑥(𝑘1) ∈ R𝑛 which satisfies (1a) for 𝑘 = 𝑘0, 𝑘0 +
1,… , 𝑘1−1 and furthermore for which another (not necessarily unique)

1 We use the standard interval notation also for natural numbers, in
articular, [𝑘,𝓁) ∶= {𝑘, 𝑘 + 1,… ,𝓁 − 1} for any 𝑘,𝓁 ∈ N with 𝑘 < 𝓁.
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value 𝑥(𝑘1+1) ∈ R𝑛 exists such that (1a) also holds for 𝑘 = 𝑘1. Note that
this last requirement is different to non-singular systems, where 𝑥(𝑘1)
is already uniquely determined by the systems equations considered up
to 𝑘1 − 1. However, due to the singularity of 𝐸𝜎(𝑘1−1) the value of 𝑥(𝑘1)
is not yet fully fixed by the information of (1a) at 𝑘 = 𝑘1 − 1 and it
is necessary to incorporate the additional information which can be
concluded for 𝑥(𝑘1) from (1a) evaluated at 𝑘 = 𝑘1.

3.2. Solvability under arbitrary switching signals

Before presenting our results concerning solvability for constrained
switching signals, we first recall the known results for the case of
arbitrary switching signals. Towards this goal, we recall first that a
matrix pair (𝐸,𝐴) is called regular if det(𝑠𝐸 − 𝐴) is not the zero
polynomial and the following crucial definition.

Definition 3.1 (Jointly Index-1, cf. [7,15,24–26]). The family {(𝐸𝑖, 𝐴𝑖)}𝚜𝑖=
of regular matrix pairs is called jointly index-1 if, and only if,

ker 𝐸𝑗 ⊕ 𝑖 = R𝑛 ∀𝑖, 𝑗 ∈ {0, 1, 2,… , 𝚜}, (4)

where 𝑖 ∶= 𝐴−1
𝑖 (im𝐸𝑖).

Remark 3.2 (Index-1 for Individual Modes). It is well known (see e.g.
[27]) that every regular matrix pair is equivalent to a matrix pair in
quasi-Weierstrass form (QWF), i.e. there exist invertible matrices 𝑆, 𝑇 ∈
R𝑛 such that

(𝑆𝐸𝑇 , 𝑆𝐴𝑇 ) =
([

𝐼 0
0 𝑁

]

,
[

𝐽 0
0 𝐼

])

, (5)

where 𝑁 ∈ R𝑛2×𝑛2 is nilpotent, 𝐽 ∈ R𝑛1×𝑛1 , 𝑛1 + 𝑛2 = 𝑛 and the identity
matrices have corresponding sizes. The index of a matrix pair (𝐸,𝐴) is
then defined as the nilpotency index of 𝑁 , i.e. the smallest 𝜈 ∈ N such
that 𝑁𝜈 = 0. In particular, (𝐸,𝐴) has index-1 if, and only if, 𝑁 = 0 in
the QWF. It can be shown (see e.g. [15, Lemma 2.3]) that a matrix pair
(𝐸,𝐴) is (regular and) index-1 if, and only if,

ker 𝐸 ⊕  = R𝑛, with  ∶= 𝐴−1(im𝐸),

which for regular (𝐸,𝐴) is in fact equivalent to ker 𝐸 ∩  = {0}
(from Wong sequences’ dimension formula in [27, Lemma 2.3]). Conse-
quently, for a family of matrix pairs to be jointly index-1 it is necessary
that each individual matrix pair is index-1 (𝑖 = 𝑗 in (4)), but the latter
is not sufficient for jointly index-1 in general, see [15, Ex. 1.1].

Remark 3.3. One should distinguish the term index that corresponds
to a matrix pair (𝐸,𝐴) to the index of a single matrix 𝑀 . The latter is
defined to be the smallest nonnegative integer 𝑘 such that rank𝑀𝑘 =
rank𝑀𝑘+1. Clearly, the index of 𝑀 is only positive if 𝑀 is singular, in
that case, the index of 𝑀 is the maximal grade of 0-vectors of 𝑀 [28].
urthermore, it is easily seen that the index of 𝑀 is equal to the index
f the matrix pair (𝑀, 𝐼).

It can be shown, that the property of jointly index-1 is necessary
nd sufficient for the existence and uniqueness of solutions of the SLSS
1) under arbitrary switching:

roposition 3.4 ([15]). The SLSS (1) has a unique solution for any
witching signal 𝜎 ∶ [0,∞) → {0, 1,… , 𝚜} and any consistent initial

condition 𝑥0 ∈ 𝜎(0) if, and only if, the corresponding family of matrix
pairs {(𝐸𝑖, 𝐴𝑖)} is jointly index-1. Furthermore, each solution satisfies

𝑥(𝑘 + 1) = 𝛷𝜎(𝑘+1),𝜎(𝑘)𝑥(𝑘), 𝑘 ∈ N,

where 𝛷𝑖,𝑗 is the one-step-map from mode 𝑗 to mode 𝑖, given by

𝛷𝑖,𝑗 ∶= 𝛱
ker 𝐸𝑗
𝑖

𝛷(𝐸𝑗 ,𝐴𝑗 ), (6)

where 𝛱ker 𝐸𝑖
𝑖

is the unique projector onto 𝑖 along ker 𝐸𝑖 and 𝛷(𝐸𝑗 ,𝐴𝑗 )
s the one step of mode 𝑗, given in terms of the corresponding QWF
𝑆 𝐸 𝑇 , 𝑆 𝐴 𝑇 ) =

(

[ 𝐼 0 ] ,
[

𝐽𝑗 0
])

as 𝛷 ∶= 𝑇
[

𝐽𝑗 0
]

𝑇 −1.
3

𝑗 𝑗 𝑗 𝑗 𝑗 𝑗 0 0 0 𝐼 (𝐸𝑗 ,𝐴𝑗 ) 𝑗 0 0 𝑗
For motivation of the following, we highlight the key arguments of
he proof of Proposition 3.4: The ability to uniquely determine 𝑥(𝑘+1)
n terms of 𝑥(𝑘) relies on the fact that 𝑥(𝑘+1) has to satisfy the following
wo equations:

𝐸𝜎(𝑘)𝑥(𝑘 + 1) = 𝐴𝜎(𝑘)𝑥(𝑘),

𝜎(𝑘+1)𝑥(𝑘 + 2) = 𝐴𝜎(𝑘+1)𝑥(𝑘 + 1),

here 𝑥(𝑘) is already fixed, while 𝑥(𝑘 + 2) is free. Consequently, 𝑥(𝑘 +
) ∈ 𝐸−1

𝜎(𝑘){𝐴𝜎(𝑘)𝑥(𝑘)} = {𝐸+
𝜎(𝑘)𝐴𝜎(𝑘)𝑥(𝑘)} + ker 𝐸𝜎(𝑘) as well as 𝑥(𝑘 + 1) ∈

−1
𝜎(𝑘+1)(im𝐸𝜎(𝑘+1)) = 𝜎(𝑘+1) which, in view of Lemma 2.3 results in a
nique value for 𝑥(𝑘 + 1) if, and only if, {𝐸+

𝜎(𝑘)𝐴𝜎(𝑘)𝑥(𝑘)} ⊆ ker 𝐸𝜎(𝑘) ⊕
𝜎(𝑘+1). This shows that ker 𝐸𝜎(𝑘) ⊕ 𝜎(𝑘+1) = R𝑛 is indeed sufficient for
xistence and uniqueness of solutions. Necessity follows from observing
hat the above condition must hold for arbitrary values of 𝜎(𝑘) and
(𝑘+1), in particular, ker 𝐸𝑗 ∩𝑖 = {0} for all 𝑖, 𝑗 ∈ {0, 1,… , 𝚜} needs to
old. In view of Remark 3.2 and some simple dimensional argument,
he latter is equivalent to ker 𝐸𝑗⊕𝑖 = R𝑛 for all 𝑖, 𝑗, hence the necessity
f ker 𝐸𝑗 ⊕ 𝑖 = R𝑛 for existence and uniqueness of solutions under
rbitrary switching is shown.

.3. Solvability for constrained switching signals

Based on the intuition behind the proof of Proposition 3.4 we will
ow propose two relaxations of jointly index-1 and provide correspond-
ng solvability characterizations afterwards.

efinition 3.5. A family of regular matrix pairs {(𝐸0, 𝐴0), (𝐸1, 𝐴1),
, (𝐸𝚜, 𝐴𝚜)} (and the corresponding SLSS (1)) is called

• sequentially index-1 w.r.t. a fixed mode sequence (𝜎0, 𝜎1, 𝜎2,…) if

ker 𝐸𝑖 ⊕ 𝑖 =R𝑛 for 𝑖 = 0, 1, 2,… , 𝚜 (7a)
𝐸+
𝜎𝑗
(im𝐸𝜎𝑗 ∩ im𝐴𝜎𝑗 ) ⊆ ker 𝐸𝜎𝑗 ⊕ 𝜎𝑗+1

for 𝑗 = 0, 1, 2,… (7b)

• switched index-1 w.r.t. a fixed and known switching signal 𝜎 ∶ N →

{0, 1,… , 𝚜} if, for 𝑘 = 0, 1, 2,…,

𝐸+
𝜎(𝑘)(im𝐸𝜎(𝑘) ∩ im𝐴𝜎(𝑘)) ⊆ ker 𝐸𝜎(𝑘) ⊕ 𝜎(𝑘+1). (8)

Obviously, jointly index-1 implies sequential index-1 w.r.t. any
ode sequence, which in turn implies switched index-1, and both

ointly index-1 as well as sequential index-1 imply index-1 of each
ode; however, the converse is not true in general and, furthermore,
either does index-1 for each mode imply switched index-1 nor the
ther way around. These observations are summarized in the left part
f Fig. 2. Note furthermore, that although the pseudo-inverse 𝐸+

𝜎(𝑘) in
8) is not unique, the validity of (8) does not depend on the specific
hoice of the pseudo-inverse (cf. the discussion after Definition 2.1).

Before providing the solvability results (already indicated in Fig. 2)
e would like to provide some examples to illustrate the ‘‘non-implica-

ion’’ mentioned above. The fact, that index-1 for each mode is not
ufficient for jointly index-1 was already illustrated in [15, Ex. 1.1].

The following example illustrates that sequential index-1 does not
mply jointly index-1 in general and that also index-1 for each mode
oes not imply sequentially/switched index-1 in general.

xample 3.6. Consider the two matrix pairs

𝐸0, 𝐴0) =
([ 1 0 0

0 1 0
0 0 0

]

,
[ 1 0 0
0 1 0
0 0 1

])

,

𝐸1, 𝐴1) =
([ 1 0 0

1 0 1
0 0 0

]

,
[ 1 0 0
0 1 0
1 1 1

])

.

imple computations provide that

er 𝐸0 = span{(0, 0, 1)⊤},
⊤ ⊤
0 = span{(1, 0, 0) , (0, 1, 0) },
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Fig. 2. Relationship between jointly index-1, sequentially index-1, and switched
index-1.

ker 𝐸1 = span{(0, 1, 0)⊤},

1 = span{(1, 0,−1)⊤, (0, 1,−1)⊤}.

Consequently, we can conclude the following:

• Each individual matrix pair/mode is index-1, because ker 𝐸𝑖⊕𝑖 =
R3, 𝑖 = 0, 1.

• The two matrix pairs are sequentially index-1 with respect to the
mode sequence (0, 1), because additionally to each mode being
index-1, also ker 𝐸0 ⊕ 1 = R3.

• The two matrix pairs are not jointly index-1, because ker 𝐸1∩0 =
span{(0, 1, 0)⊤} ≠ {0}.

• The two matrix pairs are not sequentially index-1 with respect to
the mode sequence (1, 0), which also follows from ker 𝐸1 ∩ 0 ≠
{0}.

• The two matrix pairs are switched index-1 w.r.t. to any switching
signal with mode sequence (0, 1) and arbitrary duration times,
because they are already sequentially index-1 w.r.t to (0, 1).

• The two matrix pairs are not switched index-1 w.r.t. to any
switching signal with mode sequence (1, 0) with a switch at 𝑘 = 𝑘𝑠,
because ker 𝐸𝜎(𝑘𝑠) ∩ 𝜎(𝑘𝑠+1) = ker 𝐸1 ∩ 0 ≠ {0}.

These observations verify three of the non-implications in Fig. 2,
namely that sequentially index-1 does not imply jointly index-1 and
that index-1 for each mode does not imply sequentially and switched
index-1.

The next example shows that the property of switched index-1 does
not imply in general that each mode is index-1 (and consequently this
example can also not be sequentially index-1).

Example 3.7. Consider the matrix pairs

(𝐸0, 𝐴0) =
(

[ 0 0 1
1 0 1
0 0 0

]

,
[ 0 1∕4 0

1∕2 3∕4 0
1∕2 1 2

])

,

(𝐸1, 𝐴1) =
([ 1 0 0

0 0 0
0 1 0

]

,
[ 2 0 0
0 2 0
0 0 1

])

,

(𝐸2, 𝐴2) =
([ 0 0 0

1 0 0
0 1 0

]

,
[ 1 0 0
0 2 1
0 0 1

])

.

Simple computations provide that

ker 𝐸0 = span{(0, 1, 0)⊤},

0 = span{(4, 0,−1)⊤, (0, 2,−1)⊤},

ker 𝐸1 = span{(0, 0, 1)⊤},

1 = span{(1, 0, 0)⊤, (0, 0, 1)⊤},

ker 𝐸 = span{(0, 0, 1)⊤},
4

2

Fig. 3. Position of jointly, sequential and switched index-1 with respect to the possible
classes of SLSSs.

2 = span{(0, 1, 0)⊤, (0, 0, 1)⊤}.

Consequently, we can conclude the following:

• As an individual system, mode 0 is index-1 (ker 𝐸0 ⊕ 0 = R3)
whereas both mode 1 and mode 2 are not index-1 (ker 𝐸𝑖 ∩ 𝑖 ≠
{0}, 𝑖 = 1, 2).

• In view of modes 1 and 2 not being index-1, the family
{

(𝐸𝑖, 𝐴𝑖) |

|

𝑖 = 0, 1, 2
}

cannot be jointly index-1, and also not
sequentially index-1 for all mode sequences containing either
mode 1 or 2.

• It is easily verified that the (sufficient) condition ker 𝐸𝑗 ⊕𝑖 = R3

actually holds for some index pairs, namely all (𝑗, 𝑖) ∈ {(0, 0), (0, 1),
(1, 0), (2, 0)}; hence any switching signal which is only composed
of these mode transitions (from mode-𝑗 to mode-𝑖) leads to the
property of switched index-1, an example for such a switching
signal is given by

𝑘 0 1 2 3 4 5 6 7 8 . . .
𝜎(𝑘) 2 0 0 0 1 0 0 1 0 . . .

where for 𝑘 > 8 mode 1 is only active for one time-step each
(because the mode sequence cannot contain (1, 1)).

Hence we have that for a specific switching signal the considered
family of regular matrix pairs is switched index-1 while the individual
modes are not all index-1 (and hence sequentially index-1 can also not
hold).

Before formulating our main results concerning the solvability of
SLSS (1), we would like to highlight that the different classes of SLSS
(1) can be categorized along two ‘‘dimensions’’: (1) Properties of the
family of matrix pairs concerning the regularity and their index, and
(2) The considered class of switching signals (completely arbitrary,
mode sequence fixed, switching times and mode sequence fixed). This
categorization and the position of the different index-1-notions are
illustrated in Fig. 3.

In order to formulate our main solvability result for switched index-
1 systems, we first need to establish, what notion of solvability of the
SLSS (1) we actually consider.

Definition 3.8. For a given family of matrix pairs {(𝐸𝑖, 𝐴𝑖)}𝚜𝑖=0 and a
given switching signal 𝜎 we call (1) locally uniquely solvable (for short
just solvable in the following) if, for all 𝑘0, 𝑘1 ∈ N, 𝑘1 > 𝑘0 and for all
𝑥𝑘0 ∈ 𝜎(𝑘0) there exists a unique solution of (1) considered on [𝑘0, 𝑘1]
with 𝑥(𝑘0) = 𝑥𝑘0 .

Note that our definition of solvability requires the ability to consider
the SLSS (1) starting at an arbitrary initial time and an arbitrary
consistent (at this initial time) initial value. Furthermore, it is required

to uniquely solve the SLSS on any finite interval [𝑘0, 𝑘1], which in
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particular means that the uniqueness of the final value at 𝑘1 does not
depend on the values 𝑥(𝑘) for 𝑘 > 𝑘1. This notion is indeed stronger
compared to just requiring unique solvability of (1) on [0,∞), but for
he latter a simple characterization for solvability does not exist, see
he forthcoming discussion in Remark 3.13

heorem 3.9. Consider the SLSS (1) with a corresponding family of
egular matrix pairs {(𝐸𝑖, 𝐴𝑖)}𝚜𝑖=0 and a given switching signal 𝜎 of the
orm (3). This SLSS is solvable in the sense of Definition 3.8 if, and only if,
(𝐸𝑖, 𝐴𝑖)}𝚜𝑖=0 is switched index-1 w.r.t. 𝜎. Furthermore, if it is solvable, then
ts solution satisfies

(𝑘 + 1) = 𝛷𝜎(𝑘+1),𝜎(𝑘)𝑥(𝑘), ∀𝑘 ∈ N (9)

here 𝛷𝑖,𝑗 is the one-step map from mode 𝑗 to mode 𝑖 given by

𝑖,𝑗 ∶= 𝛱
ker 𝐸𝑗
𝑖

𝐸+
𝑗 𝐴𝑗 (10)

here 𝐸+
𝑗 is a generalized inverse of 𝐸𝑗 (see Definition 2.1) and 𝛱

ker 𝐸𝑗
𝑖

is
he canonical projector from ker 𝐸𝑗 ⊕ 𝑖 to 𝑖.

roof. Necessity: Let 𝑘0 ∈ N, 𝑘1 ∶= 𝑘0 + 1 and consider the SLSS (1) on
𝑘0, 𝑘1], i.e. 𝑥0 ∶= 𝑥(𝑘0), 𝑥1 ∶= 𝑥(𝑘0 + 1), 𝑥2 ∶= 𝑥(𝑘0 + 2) have to satisfy

𝜎(𝑘0)𝑥1 = 𝐴𝜎(𝑘0)𝑥0 (11a)

𝜎(𝑘1)𝑥2 = 𝐴𝜎(𝑘1)𝑥1. (11b)

olvability of (1) implies that all elements of the solution set {(𝑥1, 𝑥2)}
f the system of linear Eqs. (11) for any given 𝑥0 ∈ 𝜎(𝑘0) have a unique
irst component 𝑥1. Equivalently, 𝐸−1

𝜎(𝑘0)
{𝐴𝜎(𝑘0)𝑥0} ∩ 𝐴−1

𝜎(𝑘1)
(im𝐸𝜎(𝑘1))

must be a singleton. Using Lemma 2.2, the latter can be rewritten
as ({𝐸+

𝜎(𝑘0)
𝐴𝜎(𝑘0)𝑥0} + ker 𝐸𝜎(𝑘0)) ∩ 𝜎(𝑘1). Using Lemma 2.3 for  =

𝜎(𝑘1),  = ker 𝐸𝜎(𝑘0) and  = 𝐸+
𝜎(𝑘0)

𝐴𝜎(𝑘0)𝜎(𝑘0), we see that unique
solvability of (11) is equivalent to

𝐸+
𝜎(𝑘0)

𝐴𝜎(𝑘0)𝜎(𝑘0) ⊆ 𝜎(𝑘1) ⊕ ker 𝐸𝜎(𝑘0).

From 𝐴𝜎(𝑘0)𝜎(𝑘0) = 𝐴𝜎(𝑘0)𝐴
−1
𝜎(𝑘0)

(im𝐸𝜎(𝑘0)) = im𝐸𝜎(𝑘0) ∩ im𝐴𝜎(𝑘0) we see
that (8) for 𝑘 = 𝑘0 is indeed necessary for solvability of (1) on [𝑘0, 𝑘0+1].
Sufficiency: We show, that for each 𝑘0, 𝑘1 ∈ N with 𝑘1 > 𝑘0 and for
each 𝑥0 ∈ 𝜎(𝑘0) the sequence 𝑥 ∶ [𝑘0, 𝑘1] → R𝑛 given by 𝑥(𝑘0) = 𝑥0
and 𝑥(𝑘 + 1) = 𝛷𝜎(𝑘+1),𝜎(𝑘)𝑥(𝑘) is the unique solution of SLSS (1) with
𝑥(𝑘0) = 𝑥0 on [𝑘0, 𝑘1]. Inductively, we assume for 𝑘 ≥ 𝑘0 that we have
already shown that 𝑥(𝑘) ∈ 𝜎(𝑘) and that 𝑥 is the unique solution on
[𝑘0, 𝑘] with 𝑥(𝑘0) = 𝑥0 (which is satisfied for 𝑘 = 𝑘0). We will now
show that 𝑥 is the unique solution on [𝑘0, 𝑘+1], which by an induction
argument then concludes the proof. In order to show the former, we
just have to show that 𝑥(𝑘 + 1) = 𝛷𝜎(𝑘+1),𝜎(𝑘)𝑥(𝑘) satisfies

𝐸𝜎(𝑘)𝑥(𝑘 + 1) = 𝐴𝜎(𝑘)𝑥(𝑘),

𝐸𝜎(𝑘+1)𝑥2 = 𝐴𝜎(𝑘+1)𝑥(𝑘 + 1),
(12)

for some 𝑥2 ∈ R𝑛 and that there is no other possible value for 𝑥(𝑘 + 1)
satisfying this equation. Using the same arguments as in the necessity
part of this proof, we can conclude that for any 𝑥(𝑘) ∈ 𝜎(𝑘) there
is a unique value for 𝑥(𝑘 + 1) satisfying (12) if (8) is satisfied at 𝑘.
Furthermore, by Lemma 2.3, this value is uniquely given by

𝑥(𝑘 + 1) = 𝛱
ker 𝐸𝜎(𝑘)
𝜎(𝑘+1)

𝐸+
𝜎(𝑘)𝐴𝜎(𝑘)𝑥(𝑘) = 𝛷𝜎(𝑘+1),𝜎(𝑘)𝑥(𝑘).

Furthermore, 𝑥(𝑘 + 1) ∈ im𝛱
ker 𝐸𝜎(𝑘)
𝜎(𝑘+1)

= 𝜎(𝑘+1), which concludes the
proof. □

Remark 3.10 (Well-Definedness of One-Step Map). The one-step map
matrix 𝛷𝑖,𝑗 , is in general not unique because of the nonuniqueness of
the generalized inverse 𝐸+

𝑗 chosen in the calculation; furthermore, the
projector 𝛱ker 𝐸𝑗

𝑖
is only defined on a subspace of R𝑛, so its 𝑛×𝑛 matrix

+

5

representation is also not unique. However, the pseudo-inverse 𝐸𝑗 is
only applied to vectors from the subspace 𝐴𝑖𝑖 = im𝐸𝑖 ∩ im𝐴𝑖 ⊆ im𝐸𝑖
which implies (cf. the discussion after Definition 2.1) that indeed the
action of 𝐸+

𝑗 is unique when restricted to the relevant subspace. In
particular, for calculations, the well-known Moore–Penrose inverse can
be used, for which efficient algorithms are available in the literature,
e.g. by using a singular value decomposition [29]. Furthermore, the
restriction to the subspace 𝐸+

𝑗 𝐴𝑗𝑗 = 𝐸+
𝑗 (ker 𝐸𝑗 ∩ im𝐴𝑗 ) ⊆ ker 𝐸𝑗 ⊕ 𝑖

implies that also the action of 𝛱ker 𝐸𝑗
𝑖

is well defined. In particular, the

projector 𝛱
ker 𝐸𝑗
𝑖

can arbitrarily be extended to a projector defined on
the whole of R𝑛 without changing the effect of the one-step map 𝛷𝑖,𝑗 .
Altogether, the above discussion shows that the one-step map 𝛷𝑖,𝑗 is in
fact a well-defined map from 𝑗 to 𝑖.

Based on the result of Theorem 3.9 it is now not difficult to charac-
terize solvability for a switched system with fixed mode sequence.

Proposition 3.11. Consider the SLSS (1) with a corresponding family of
regular matrix pairs {(𝐸𝑖, 𝐴𝑖)}𝚜𝑖=0 and a given mode sequence (𝜎0, 𝜎1, 𝜎2,…).
The SLSS (1) is solvable (in the sense of Definition 3.8) for any switching
signal with this given mode sequence if, and only if, {(𝐸𝑖, 𝐴𝑖)}𝚜𝑖=0 is sequen-
tially index-1 w.r.t. (𝜎0, 𝜎1, 𝜎2,…). Furthermore, in case of solvability, the
solution is given by the one-step map 𝛷𝑖,𝑗 as in (10) via (9), which takes
the form (6) if 𝐸+

𝑗 = 𝑇𝑗
[ 𝐼 0
0 0

]

𝑆𝑗 where 𝑇𝑗 and 𝑆𝑗 are given as in (5).

Proof. Sufficiency is clear from the fact that (7) implies (8) for any
switching signal with the given mode sequence. For the necessity, we
first observe that due to Theorem 3.9 the condition (8) needs to hold
for all possible switching signals with the given mode sequence. In
particular, for all 𝑘, 𝑗 ∈ N and all switching signals with 𝜎(𝑘) = 𝜎(𝑘+1) =
𝜎𝑗 the necessary condition (7) implies ker 𝐸𝜎𝑗 ∩ 𝜎𝑗 = {0}. The latter
implies that the matrix pair (𝐸𝜎𝑗 , 𝐴𝜎𝑗 ) must be index-1 (see e.g. [30,
App. A, Thm. 13]), i.e. (7a) must hold. Furthermore, (8) must hold at
any switch from mode 𝜎𝑗 to 𝜎𝑗+1 for 𝑗 = 0, 1,…. Thus, (7b) must hold,
which completes the proof. □

Remark 3.12 (Index-1 of Individual Modes). From Propositions 3.4 and
3.11, switched systems that are solvable for all switching signals or
fixed mode sequences with arbitrary switching times must be com-
posed of index-1 modes. In contrast, from Proposition Theorem 3.9,
a solvable switched system for a fixed switching signal may contain
modes with higher indexes (more than one). However, these higher
index modes can only be active for one isolated time instant, because
for each mode 𝑖 which is active for at least two consecutive time-steps,
condition (8) implies ker 𝐸𝑖∩𝑖 = {0} which in turn implies index-1 for
mode 𝑖; see also Example 3.7 and the forthcoming Example 3.17 for
more explanations with illustrations.

Remark 3.13 (Discussion of Solvability Definition). One may wonder,
why we consider local solvability in Definition 3.8 instead of just
requiring that there exists a unique solution on [0,∞) for every con-
sistent initial value 𝑥(0). The following switched system illustrates the
fundamental difference between both approaches:

𝑘 = 0 ∶ 𝑘 = 1, 2 ∶ 𝑘 ≥ 3 ∶
0 = 𝑥(𝑘)

[ 0 1
0 0

]

𝑥(𝑘 + 1) = 𝑥(𝑘) 0 = 𝑥(𝑘)

It is easily seen that, 𝑥(𝑘) =
[ 0
0
]

, 𝑘 ≥ 0, is the only (and hence
unique) solution on [0,∞) with consistency space 0 = {0}. However,
if we consider the switched system only on the interval [1, 2] then any
solution 𝑥(1) =

[ 𝑥11
𝑥12

]

and 𝑥(2) =
[ 𝑥21
𝑥22

]

needs to satisfy

𝑘 = 1 ∶
[ 0 1
0 0

] [ 𝑥21
𝑥22

]

=
[ 𝑥11
𝑥21

]

,

𝑘 = 2 ∶
[ 0 1
0 0

] [ 𝛼
𝛽
]

=
[ 𝑥21
𝑥22

]

,

for some 𝛼, 𝛽 ∈ R. First observe that any solution must satisfy 𝑥11
𝑘=1
=

𝑘=2 [ 1 ]
𝑥22 = 0, however 1 = im 0 , which means that not for all 𝑥(1) ∈ 1
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a solution on [1, 2] exists. Secondly, we see that 𝑥22 = 𝛽 is not uniquely
determined (without taking the behavior of the switched system at
𝑘 = 3 into account). This shows that a switched system that is globally
uniquely solvable for all consistent initial values is not necessarily
locally uniquely solvable (while the converse is of course true). In fact,
the example illustrates that for an only globally solvable system the
consistency of the state value 𝑥(𝑘) is in general not only determined by
the active mode 𝑘 (𝑘 = 1 in the example), but also depends on future
modes. Furthermore, the state 𝑥(𝑘 + 1) in general cannot uniquely be
determined from the knowledge of 𝑥(𝑘) together with the knowledge
of modes 𝑘 and 𝑘 + 1 (𝑘 + 1 = 2 in the example). So in both cases,
knowledge of the future behavior of the switched system is necessary
to conclude existence and/or uniqueness which in most cases is not
desirable. This is in fact related to the concept of causality with respect
to the switching signal, cf. [15]. It should also be noted that the time
duration which is needed to look ahead to decide about existence and
uniqueness grows with the index of the corresponding matrix pairs
involved, in general, if a mode has index 𝜈 and this mode is also active
for at least 𝜈 time steps, then one needs to look ahead 𝜈 − 1 steps to
conclude existence and uniqueness (in the example the index was two
and it was necessary to look one step ahead). ⋄

Remark 3.14 (Regularity of Individual Modes). It is well known that
for unswitched systems, regularity is necessary for the existence and
uniqueness of a solution, see e.g. [4,31,32]. Thus, when considering
arbitrary switching times, each mode considered on its activation in-
terval can be seen as an unswitched system. From this point of view,
the regularity of each mode is then necessary for the existence and
uniqueness of solutions. However, when considering a fixed switching
signal, regularity is in fact not necessary anymore. This is shown by
the system where the second mode is not regular, however, the whole
switched system has the unique solution (𝑥0, 𝑥0, 0, 0,…).

Inspired by the above remark we observe that the switched index-1
condition (8) (without the additional regularity assumption) is in fact
a necessary and sufficient condition for the solvability of general time-
varying singular systems of the form 𝐸(𝑘)𝑥(𝑘 + 1) = 𝐴(𝑘)𝑥(𝑘). This is
formally stated in the following corollary.

Corollary 3.15. The general time-varying singular linear system

𝐸(𝑘)𝑥(𝑘 + 1) = 𝐴(𝑘)𝑥(𝑘), 𝑘 = 0, 1,…

is solvable in the sense of Definition 3.8 (with switching signal 𝜎(𝑘) = 𝑘) if,
and only if, for 𝑘 = 0, 1,…

𝐸(𝑘)+ (im𝐸(𝑘) ∩ im𝐴(𝑘)) ⊆ ker 𝐸(𝑘)⊕ (𝑘 + 1).

In the case of solvability, its corresponding (time-varying) one-step map is
given by 𝛷(𝑘) ∶= 𝛱ker 𝐸(𝑘)

(𝑘+1) 𝐸(𝑘)+𝐴(𝑘).

The following examples illustrate solutions of SLSSs which were cal-
culated by using the one-step map formula introduced in Theorem 3.9.

Example 3.16. Consider the SLSS (1) composed by modes as in
Example 3.6, which is sequential index-1 w.r.t. the mode sequence
(𝜎𝑘) = (0, 1). Employing the QWF (5) and the generalized inverse
formula in Proposition 3.11 provides 𝑆0 = 𝑇0 = 𝐼 ,

𝑆1 =
[ 1 0 0
0 −1 1
0 0 1

]

, 𝑇1 =
[ 1 0 0

0 1 1
−1 −1 0

]

,

𝐸+
0 =

[ 1 0 0
0 1 0
0 0 0

]

, 𝐸+
1 =

[ 1 0 0
0 −1 1
−1 1 −1

]

,

and the one-step map formula (10) yields the matrices 𝛷𝑖,𝑗 that map
mode 𝑗 to mode 𝑖 as follows

𝛷0,0 = 𝛷0 =
[ 1 0 0
0 1 0
0 0 0

]

, 𝛷1,1 = 𝛷1 =
[ 1 0 0

1 0 1
−2 0 −1

]

,

𝛷 =
[ 1 0 0

0 1 0
]

.

6

1,0 −1 −1 0
d

Fig. 4. Solution of Example 3.17.

Its explicit solution under the switching signal 𝜎(𝑘) = 0 for 𝑘 < 𝑘𝑠 and
1 for 𝑘 ≥ 𝑘𝑠 is

𝑥(𝑘) =

⎧

⎪

⎨

⎪

⎩

𝛷𝑘
0,0𝑥(0) 𝑘 < 𝑘𝑠

𝛷1,0𝛷𝑘𝑠−1
0 𝑥(0) 𝑘 = 𝑘𝑠

𝛷𝑘−𝑘𝑠
1 𝛷1,0𝛷𝑘𝑠−1

0 𝑥(0) 𝑘 > 𝑘𝑠.

⋄

Example 3.17. Consider the SLSS from Example 3.7 where any
switching signal composed of mode transitions from mode-𝑗 to mode-𝑖
(𝑗, 𝑖) ∈ {(0, 0), (0, 1), (1, 0), (2, 0)} leads to the property of switched index-
1 as long as mode-1 and mode-2 are active only for one time step as
discussed in Example 3.7. By choosing

𝐸+
0 =

[ −1 1 0
0 0 0
1 0 0

]

, 𝐸+
1 =

[ 1 0 0
0 0 1
0 0 0

]

, 𝐸+
2 =

[ 0 1 0
0 0 1
0 0 0

]

,

the one-step map matrices from mode 𝑗 to mode 𝑖, 𝛷𝑖,𝑗 , are given by

𝛷0,2 =
[ 0 2 1
0 0 1
0 − 1

2 − 3
4

]

, 𝛷0,0 = 𝛷0 =
⎡

⎢

⎢

⎣

1
2

1
2 0

− 1
4 − 3

4 0

0 1
4 0

⎤

⎥

⎥

⎦

,

𝛷1,0 =
[ 0 0 0
0 0 0
0 1

4 0

]

, 𝛷0,1 =
[ 2 0 0

0 0 1
− 1

2 0 − 1
2

]

.

Clearly, it is switched index-1 w.r.t. the mode sequence (𝜎𝑘) = (2, 0, 1, 0)
nder switching times 𝑘𝑠1 = 1, 𝑘𝑠2 = 4 and 𝑘𝑠3 = 5. Its solution with the
nitial value 𝑥(0) = (0, 1, 5)⊤ is shown in Fig. 4. ⋄

.4. Transition matrices

By using the one-step map matrix given in Theorem 3.9, we can
erive the solution at a switching time 𝑘𝑠𝑗 by using the following
orollary.

orollary 3.18 (Solutions at Switching Times). The solution of a switched
ndex-1 SLSS (1) w.r.t. the switching signal (3) at every switching time 𝑘𝑠𝑗
s given by

(𝑘𝑠𝑗 ) = 𝛹𝜎 (𝑗, 0)𝑥(0) (13)

here for 𝑗 = 0, 1,…

𝜎 (𝑗, 0) = 𝛷𝜎𝑗 ,𝜎𝑗−1𝛷
𝑘𝑠𝑗−𝑘

𝑠
𝑗−1−1

𝜎𝑗−1 ⋯𝛷𝜎1 ,𝜎0𝛷
𝑘𝑠1−𝑘

𝑠
0−1

𝜎0 . (14)

Matrix 𝛹𝜎 (𝑗, 0) above can be rewritten in a recursive form as follows

𝜎 (𝑗, 0) = 𝛷𝜎𝑗 ,𝜎𝑗−1𝛷
𝑘𝑠𝑗−𝑘

𝑠
𝑗−1−1

𝜎𝑗−1 𝛹𝜎 (𝑗 − 1, 0) (15)

ith 𝛹𝜎 (0, 0) = 𝐼𝑛. This is easier and more efficient to compute since it
oes not contain repetitive calculations as in (14). Matrix 𝛹 (𝑗, 0) above
𝜎
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(

𝑦

f

P

[
𝑥

P

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

maps the initial value to the solution at a switching time that is useful
in observability characterization later. Moreover, we also define in the
following corollary a state transition matrix that maps the state at a
certain switching time 𝑘𝑠𝑗 to the state at the final time 𝐾 > 𝑘𝑠𝐽 .

Corollary 3.19 (Final State Transition Matrix). The solution of a switched
index-1 SLSS (1) w.r.t. switching signal (3) satisfies

𝑥(𝐾) = 𝛹∗
𝜎 (𝐾, 𝑗)𝑥(𝑘𝑠𝑗 ) (16)

where for 𝑗 = 𝐽 , 𝐽 − 1,… , 0 and with 𝛷𝜎0 ,𝜎−1 = 𝐼𝑛

𝛹∗
𝜎 (𝐾, 𝑗) = 𝛷

𝐾−𝑘𝑠𝐽
𝜎𝐽 𝛷𝜎𝐽 ,𝜎𝐽−1𝛷

𝑘𝑠𝐽−𝑘
𝑠
𝐽−1−1

𝜎𝐽−1

𝜎𝐽−1 ,𝜎𝐽−1𝛷
𝑘𝑠𝐽−1−𝑘

𝑠
𝐽−2−1

𝜎𝐽−2 ⋯𝛷𝜎𝑗 ,𝜎𝑗−1𝛷
𝑘𝑠𝑗+1−𝑘

𝑠
𝑗−1

𝑗 .
(17)

We call the matrix 𝛹∗
𝜎 (𝐾, 𝑗) as the final state transition matrix from

witching times, and will use it later in the determinability characteri-
ation. Furthermore, it can be rewritten in the following recursive form
hich is more computationally friendly

∗
𝜎 (𝐾, 𝑗) = 𝛹∗

𝜎 (𝐾, 𝑗 + 1)𝛷𝜎𝑗 ,𝜎𝑗−1𝛷
𝑘𝑠𝑗+1−𝑘

𝑠
𝑗−1

𝑗
(18)

ith 𝛹∗
𝜎 (𝐾, 𝐽 ) = 𝛷

𝐾−𝑘𝑠𝐽
𝜎𝐽 .

. Observability

In this section we consider the SLSS (1) only on the finite time
nterval [0, 𝐾], 𝐾 = 𝑘𝑠𝐽+1 − 1. Note that for 𝑘 = 𝐾 Eq. (1) involves
(𝐾+1) whose existence we need to assume, but otherwise the solution
s only considered for 𝑘 = 0, 1,… , 𝐾.

Note that due to linearity it should be possible to extend the
orthcoming observability results easily to the inhomogeneous case,
here an input is added to (1). However, so far only for the jointly

ndex-1 case a solution theory is available for the inhomogeneous case
7], and extending the solution theory for the inhomogeneous case to
he sequential and in particular switched index-1 case is outside the
cope of the manuscript and hence we restrict our attention to the
omogeneous case.

.1. Observability definitions

Observability of a system means that knowledge of the external
ignal (the output) implies full knowledge of the internal signals (the
tate). The formal definition is as follows.

efinition 4.1 (Observability). The SLSS (1) is called observable on [0, 𝐾]
w.r.t. a fixed switching signal given by (3) if for all solutions (𝑥1, 𝑦1) and
𝑥2, 𝑦2) of (1) on [0, 𝐾] the following implication holds:
1
[0,𝐾] = 𝑦2[0,𝐾] ⟹ 𝑥1[0,𝐾] = 𝑥2[0,𝐾]. (19)

Utilizing linearity, the observability definition can be simplified as
ollows.

roposition 4.2 (Zero Observability). The SLSS (1) is observable on [0, 𝐾]
w.r.t. a fixed switching signal given by (3) if, and only if, for all solutions
(𝑥, 𝑦) of (1) on [0, 𝐾] the following implication holds:

𝑦[0,𝐾] = 0 ⟹ 𝑥[0,𝐾] = 0. (20)

Proof. Necessity: This is obvious by considering the trivial solution
(𝑥2, 𝑦2) = (0, 0).

Sufficiency: Consider two solutions (𝑥1, 𝑦1) and (𝑥2, 𝑦2) of (1) on
[0, 𝐾] with 𝑦1[0,𝐾] = 𝑦2[0,𝐾]. By linearity, 𝑥 ∶= 𝑥1 −𝑥2 is also a solution on
0, 𝐾] with output 𝑦 = 𝑦1 − 𝑦2 = 0. Hence by assumption 𝑥[0,𝐾] = 0, i.e.
1 2
7

[0,𝐾] = 𝑥[0,𝐾]. □
Under a unique solvability assumption of (1) it follows that 𝑥[0,𝐾] =
0 if, and only if, 𝑥(0) = 0. Thus, the observability condition for (1)
reduces to

𝑦(𝑘) = 0 ∀𝑘 ∈ [0, 𝐾] ⟹ 𝑥(0) = 0. (21)

In other words, observability is concerned with recovering the value
of the state in the past from the measured output values. For some
applications (e.g. designing feedback rules based on observers) it may
however be more relevant to recover the present state from the already
measured output. This ability is called determinability and is formally
defined as follows:

Definition 4.3 (Determinability). The SLSS (1) is called determinable on
[0, 𝐾] w.r.t. a fixed switching signal of the form (3) if, and only if, the
following implication holds for all solutions (𝑥1, 𝑦1), (𝑥2, 𝑦2) of (1):

𝑦1[0,𝐾] = 𝑦2[0,𝐾] ⟹ 𝑥1(𝐾) = 𝑥2(𝐾) (22)

Similar to observability, we can also simplify the determinability
definition as follows:

Proposition 4.4 (Zero Determinability). The SLSS (1) is determinable on
[0, 𝐾] w.r.t. a fixed switching signal of the form (3) if, and only if, the
following implication holds for all solutions (𝑥, 𝑦) of (1):

𝑦[0,𝐾] = 0 ⟹ 𝑥(𝐾) = 0. (23)

The proof is very similar to the proof of Proposition 4.2 and there-
fore omitted.

4.2. Observability characterizations

Using the notation from Corollary 3.18 we can formulate the fol-
lowing characterization of observability.

Theorem 4.5. Consider the SLSS (1) and assume it is of switched index-1
w.r.t. a fixed switching signal given by (3). Then, this system is observable
on [0, 𝐾] if, and only if,

𝜎0 ∩
𝐽
⋂

𝑗=0
𝛹𝜎 (𝑗, 0)−1(

𝑘𝑠𝑗+1−𝑘
𝑠
𝑗−1

𝜎𝑗 ) = {0} (24)

where 𝛹𝜎 (𝑗, 0) is given by (15) (which is not assumed to be invertible, in
particular, 𝛹𝜎 (𝑗, 0)−1 stands for the preimage) and, for 𝑘 ∈ N,

𝑘
𝜎𝑗

= ker [𝐶⊤
𝜎𝑗
, (𝐶𝜎𝑗𝛷𝜎𝑗 )

⊤,… , (𝐶𝜎𝑗𝛷
𝑘
𝜎𝑗
)⊤]⊤

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=∶𝑂𝑘

𝜎𝑗

. (25)

roof. The outputs over the time interval [0, 𝐾] can be written as:

𝑦(0)
𝑦(1)
⋮

𝑦(𝑘𝑠1 − 1)
𝑦(𝑘𝑠1)

𝑦(𝑘𝑠1 + 1)
⋮

𝑦(𝑘𝑠2 − 1)
𝑦(𝑘𝑠2)

𝑦(𝑘𝑠2 + 1)
⋮

𝑦(𝑘𝑠3 − 1)
⋮

𝑦(𝐾)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

𝐶𝜎0
𝐶𝜎0𝛷𝜎0

⋮

𝐶𝜎0𝛷
𝑘𝑠1−1
𝜎0

𝐶𝜎1𝛹1(1, 0)
𝐶𝜎1𝛷𝜎1𝛹1(1, 0)

⋮

𝐶𝜎1𝛷
𝑘𝑠2−𝑘

𝑠
1−1

𝜎1 𝛹1(1, 0)
𝐶𝜎2𝛹2(2, 0)

𝐶𝜎2𝛷𝜎2𝛹2(2, 0)
⋮

𝐶𝜎2𝛷
𝑘𝑠3−𝑘

𝑠
2−1

𝜎2 𝛹2(2, 0)
⋮

𝐾−𝑘𝑠𝐽−1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

𝑥0
⎣
𝐶𝜎𝐽𝛷𝜎𝐽 𝛹𝜎 (𝐽 , 0)⎦
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o

k

s
f
e
o

𝑦
{

s
u

E

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑂
𝑘𝑠1−1
𝜎0

𝑂
𝑘𝑠2−𝑘

𝑠
1−1

𝜎1 𝛹1(1, 0)

𝑂
𝑘𝑠3−𝑘

𝑠
2−1

𝜎2 𝛹2(2, 0)
⋯

𝑂
𝐾−𝑘𝑠𝐽−1
𝜎𝐽 𝛹𝜎 (𝐽 , 0)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑂𝐾

𝑥0 = 𝑂[0,𝐾]𝑥0.

By using the fact that ker(𝑂𝛷) = 𝛷−1(ker 𝑂) for any matrices 𝑂 and 𝛷
f appropriate size, we have

er 𝑂[0,𝐾] = 
𝑘𝑠1−1
𝜎0 ∩ 𝛹1(1, 0)−1(

𝑘𝑠2−𝑘
𝑠
1−1

𝜎1 )

∩⋯ ∩ 𝛹𝜎(𝐽 , 0)−1(
𝐾−𝑘𝑠𝐽−1
𝜎𝐽 ) =∶ [0,𝐾].

Sufficiency: Assume 0 ≠ 𝑥0 ∈ 𝜎0 ∩ [0,𝐾]. Then there exists a unique
olution 𝑥 of the SLSS (1) with 𝑥(0) = 𝑥0 ∈ 𝜎0 . Since 𝑥(0) ∈ [0,𝐾] it
ollows from above that 𝑦(𝑘) = 0, 0 ≤ 𝑘 ≤ 𝐾. This means that there
xists a non-trivial solution of 𝑥 with zero output. Hence, (1) is not
bservable.

Necessity: Consider a solution of (1) then 𝑥(0) ∈ 𝜎0 . Furthermore, if
(𝑘) = 0 for all 𝑘 ∈ [0, 𝐾], then 𝑥(0) ∈ [0,𝐾]. Hence 𝑥(0) ∈ 𝜎0 ∩[0,𝐾] =
0}. □

We call the subspace on the left hand side in (24) the unobservable
pace of the SLSS (1), and this system is observable if, and only if, the
nobservable space is a singleton set with the zero vector.

xample 4.6. Recall Example 3.17. With 𝐶0 = ( 14 ,
2
4 , 1), 𝐶1 = (0, 1,−1)

and 𝐶2 = (0, 1, 0), the switched system under the same switching signal
is not observable on [0, 7] since the unobservable space in (24) is
span{(0, 0, 1)⊤}. ⋄

By exploiting the Cayley–Hamilton Theorem, it is possible to sim-
plify (25) when the observation time is long enough and each mode is
active for at least 𝑛 time instants. This is summarized by the following
corollary.

Corollary 4.7. Consider a switched index-1 SLSS (1) w.r.t. the switching
signal (3) and each mode is long enough active i.e. 𝑘𝑠𝑗+1 − 𝑘𝑠𝑗 ≥ 𝑛 − 1, for
all 𝑗. Then, the system (1) is observable on [0, 𝐾] if, and only if,

𝜎0 ∩
𝐽
⋂

𝑗=0
𝛹𝜎 (𝑗, 0)−1(ker 𝑂𝜎𝑗 ) = {0} (26)

where 𝑂𝜎𝑗 ∶= 𝑂𝑛−1
𝜎𝑗

for 𝑗 = 0, 1,… , 𝐽 . In particular, if 𝐾 ≥ 𝑘𝑠𝐽 + 𝑛−1, then
observability does not depend on the total length of the observation interval
[0, 𝐾].

Remark 4.8. In (24) the switching times explicitly occur in 
𝑘𝑠𝑗+1−𝑘

𝑠
𝑗−1

𝜎𝑗
and implicitly in 𝛹𝜎 (𝑗, 0), which indicate that, in general, observability
depends on the switching times (and not only on the mode sequence)
and changing the switching times may produce different observability
result. Furthermore, assuming that each mode is active long enough,
the dependence of observability on the switching times is only partially
removed in (26) because 𝛹𝜎 (𝑗, 0) still depends on them.

The following example demonstrates the dependence of observabil-
ity on switching times.

Example 4.9. Consider the SLSS (1) composed by two modes given
by

(𝐸0, 𝐴0, 𝐶0) =
([ 1 0 0

1 1 0
0 0 0

]

,
[ 0 0 0
1 0 1
1 1 1

]

, [ 1 0 1 ]
)

,

(𝐸1, 𝐴1, 𝐶1) =
([ 0 0 1

1 0 1
0 0 0

]

,
[ 0 1 0
1 1 0
1 1 1

]

, [ 0 0 0 ]
)

.

It is easily seen that this SLSS is sequentially index-1 for the mode
sequence (𝜎 ) = (0, 1, 0), and thus it is switched index-1 w.r.t. the
8

𝑘

Fig. 5. Switching times vs observability of Example 4.9.

same mode sequence with any arbitrary switching times 𝑘𝑠1 (from the
first mode to the second mode) and 𝑘𝑠2 (from the second mode to the
third mode), and any final time 𝐾 with 𝑘𝑠1 < 𝑘𝑠2 < 𝐾. With respect
to this mode sequence, with switching times from the range 3 ≤ 𝑘𝑠1,
𝑘𝑠1 + 2 < 𝑘𝑠2 ≤ 10, 𝐾 = 𝑘22 + 3 (i.e. satisfying the dwell time condition
from Corollary 4.7) the observability property is shown in Fig. 5. It
can be seen that, indeed, the observability of this system depends on
the switching times; in fact, the SLSS is observable if, and only if, the
mode duration 𝑘𝑠2−𝑘

𝑠
2 of mode 1 is odd. The state and output trajectories

for the specific switching times 𝑘𝑠1 = 3 and 𝑘𝑠2 = 6 (odd mode duration
of mode 1) as well as for 𝑘𝑠1 = 3 and 𝑘𝑠2 = 7 (even mode duration of
mode 1) are shown in Figs. 6(a) and 6(b), respectively. ⋄

The dependence of observability on the switching times also occurs
in continuous time (see [21, Th. 12]). However, in contrast to the
continuous time case, this dependence on the switching time also
occurs for the single-switch case as the following example shows.

Example 4.10. Consider the SLSS (1) observed on the time interval
[0, 𝐾] with 𝐾 = 10, and composed by two modes with matrices

(𝐸0, 𝐴0, 𝐶0) =

(

[ 0 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

]

,
[ 1 0 0 0
1 0 0 0
1 1 0 1
0 0 1 0

]

,
[ 0
1
1
1

]⊤)

(𝐸1, 𝐴1, 𝐶1) =

(

[ 0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

]

,
[ 1 1 1 1
0 0 0 1
1 0 0 1
1 0 1 1

]

,
[ 1
1
0
1

]⊤)

.

Simple computations provide

0 = span{(1, 0, 0,−1)⊤, (0, 1, 0,−1)⊤},

1 = span{(1, 0, 0,−1)⊤, (0, 1, 0, 0)⊤},

ker 𝐸0 = ker 𝐸1 = span{(0, 0, 1, 0)⊤, (0, 0, 0, 1)⊤}.

Both mode 0 and mode 1 as individual systems are not-observable on
[0, 𝐾] since

0 ∩ 0 = span{(0, 1, 0,−1)⊤} ≠ {0}, and
1 ∩ 1 = span{(1, 0, 0,−1)⊤} ≠ {0}.

We consider now the switched systems with a single switch and
mode sequences (𝜎𝑘) = (0, 1) and (1, 0). With respect to both those mode
sequences, the system (1) is sequentially index-1, and thus it is switched
index-1 w.r.t. the same mode sequence with any arbitrary switching
time 𝑘𝑠.

The dependence of observability on various switching times 𝑘𝑠 ∈
[1, 𝐾] is illustrated in Fig. 7. While for the mode sequence (0, 1) the
switched system is unobservable for all possible switching times, the
observability for mode sequence (1, 0) depends on the switching time
(for 𝑘𝑠 = 1 or 𝑘𝑠 = 10 the switched system is not observable, while it
is observable for all other 𝑘𝑠). It should be noted however that when
restricting to the case of a minimal dwell-time as in Corollary 4.7,
observability becomes independent from the switching times for this

example. ⋄
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Fig. 6. State and output for Example 4.9.

Fig. 7. Switching time vs observability of Example 4.10.

It is an important property of a switched system with a given
mode sequence whether the observability property does or does not
depend on the switching times and we have already discussed some
special cases in [16]. However, there seems to be no easy general
characterization and this is a topic of future research.

4.3. Determinability characterization

For a SLSS (1) which is switched index-1 w.r.t. to a switching signal
given by (3) we define the following sequence of subspaces, which will
play a crucial role in characterizing determinability:

0 = ker 𝐶𝜎0 ∩ 𝜎0 (27a)

𝑘 = ker 𝐶 ∩𝛷 𝑘−1, 𝑘 = 1, 2,… , 𝐾 (27b)
9

𝜎(𝑘) 𝜎(𝑘),𝜎(𝑘−1)
Lemma 4.11. Consider a switched index-1 SLSS with corresponding
subspace sequence (27). For every 𝑘 ∈ [0, 𝐾], we have that 𝑥𝑘 ∈ 𝑘 if,
and only if, there exists a solution of (1) with 𝑥(𝑘) = 𝑥𝑘 and 𝑦(𝑖) = 0 for
all 𝑖 ∈ [0, 𝑘].

Proof. Sufficiency : For 𝑘 = 0 the claim is clear, because 𝑥0 ∈ 𝜎0
implies existence of a solution with 𝑥(0) = 𝑥0 and 𝑥0 ∈ ker 𝐶𝜎0 implies
that 𝑦(0) = 𝐶𝜎0𝑥0 = 0. For 𝑘 > 0 we proceed inductively, i.e., we
assume the claim holds for 𝑘 − 1. From 𝑥𝑘 ∈ 𝑘 ⊆ 𝛷𝜎(𝑘),𝜎(𝑘−1)𝑘−1 it
follows the existence of a 𝑥𝑘−1 ∈ 𝑘−1 with 𝑥𝑘 = 𝛷𝜎(𝑘),𝜎(𝑘−1)𝑥𝑘−1. By
inductive assumption, there exists a solution 𝑥 of (1) on [0, 𝑘 − 1] with
𝑥(𝑘 − 1) = 𝑥𝑘−1 and 𝑦(𝑖) = 0 for all 𝑖 ∈ [0, 𝑘 − 1]. By Theorem 3.9,
setting 𝑥(𝑘) = 𝑥𝑘 = 𝛷𝜎(𝑘),𝜎(𝑘−1)𝑥𝑘−1 yields a solution on [0, 𝑘] and from
𝑥𝑘 ∈ 𝑘 ⊆ ker 𝐶𝜎(𝑘) it follows that also 𝑦(𝑘) = 𝐶𝜎𝑘𝑥𝑘 = 0 which
concludes the sufficiency part of the proof.
Necessity : For 𝑘 = 0 the claim is clearly true, because every solution 𝑥 of
SLSS (1) needs to satisfy 𝑥(0) ∈ 𝜎0 and 𝑦(0) = 0 implies 𝑥(0) ∈ ker 𝐶𝜎0 .
For 𝑘 > 0 we again proceed inductively. Therefore, consider a solution
𝑥 of SLSS with 𝑦(𝑖) = 0 for all 𝑖 ∈ [0, 𝑘]. This implies 𝑥(𝑘) ∈ ker 𝐶𝜎(𝑘)
and 𝑥(𝑘) = 𝛷𝜎(𝑘),𝜎(𝑘−1)𝑥(𝑘 − 1). Using the inductivity assumption, we
know that 𝑥(𝑘 − 1) ∈ 𝑘−1, because 𝑦(𝑖) = 0 for all 𝑖 ∈ [0, 𝑘 − 1]. Hence
𝑥(𝑘) ∈ ker 𝐶𝜎(𝑘) ∩𝛷𝜎(𝑘),𝜎(𝑘−1)𝑘−1 = 𝑘 as desired. □

From Lemma 4.11 we can directly obtain the following deter-
minability characterization:

Corollary 4.12. Consider a SLSS (1) which is switched index-1 w.r.t. a
switching signal 𝜎 given by (3). Then, (1) is determinable on [0, 𝐾] w.r.t. 𝜎
if, and only if,

𝐾 = {0} (28)

where 𝐾 is recursively given by (27).

In contrast to the characterization of observability given in Theo-
rem 4.5 the dependence of determinability on the switching times is
not so apparent. However, by introducing the family of maps 𝛺𝑖,𝑗 which
map a subspace  to

𝛺𝑖,𝑗 ∶= ker 𝐶𝑖 ∩𝛷𝑖,𝑗 ,

we see that 𝑘 = 𝛺𝜎(𝑘),𝜎(𝑘−1)𝑘−1. In particular, for a switching signal
given by (3), we can conclude that the undeterminable space 𝑘𝑠𝑗+1−1

can be expressed in terms of corresponding powers of the operator
𝛺𝜎𝑗 ,𝜎𝑗 applied to 𝑘𝑠𝑗 , i.e.

𝑘𝑠𝑗+1−1 = 𝛺
𝑘𝑠𝑗+1−𝑘

𝑠
𝑗−1

𝜎𝑗 ,𝜎𝑗 𝑘𝑠𝑗 = 𝛺
𝑘𝑠𝑗+1−𝑘

𝑠
𝑗−1

𝜎𝑗 ,𝜎𝑗 𝛺𝜎𝑗 ,𝜎𝑗−1
𝑘𝑠𝑗−1.

Consequently, we can see that 𝐾 can be calculated by the following
nested formula:

𝛺
𝐾−𝑘𝑠𝐽−1
𝜎𝐽 ,𝜎𝐽 𝛺𝜎𝐽 ,𝜎𝐽−1 (𝛺

𝑘𝑠𝐽−𝑘
𝑠
𝐽−1−1

𝜎𝐽−1 ,𝜎𝐽−1 𝛺𝜎𝐽 ,𝜎𝐽−1 (⋯ (𝛺
𝑘𝑠1−1
𝜎0 ,𝜎0

0))),

which clearly shows the dependence on the switching times. However,
it seems not possible to easily simplify this expression in case the mode
durations are sufficiently large (as in Corollary 4.7).

The following example illustrates that determinability is indeed a
weaker property than observability.

Example 4.13. Consider the SLSS (1) with the following system’s
matrices

(𝐸0, 𝐴0, 𝐶0) =

(

[ 0 1 1 0
0 1 1 0
1 1 1 0
0 0 0 0

]

,
[ 0 1 0 1
0 0 1 0
0 0 1 0
0 1 1 1

]

,
[ 1
0
1
1

]⊤)

,

(𝐸1, 𝐴1, 𝐶1) =

(

[ 1 1 0 0
1 1 0 0
1 0 1 0
0 0 0 0

]

,
[ 1 1 1 0
1 1 0 0
1 0 1 0
0 1 1 1

]

,
[ 1
1
0
0

]⊤)

and with the mode sequence (0, 1), which can be shown to be se-
quentially index-1 w.r.t. this mode sequence, and thus it is switched
index-1 w.r.t. any (single switch) switching signal with the same mode
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sequence. Using Theorem 4.5 it can be shown that this SLSS is unob-
servable on [0, 12] for any switching time 𝑘𝑠 with 1 ≤ 𝑘𝑠 ≤ 12. On the
other hand, only for 𝑘𝑠 = 1 the SLSS is not determinable on [0, 12], for
all other switching times 𝑘𝑠 ≥ 2 the system is determinable. This shows
that we can recover the final state although the initial state cannot be
recovered from the same output measurement. ⋄

5. Summary

In this paper, we have fully characterized the solvability of switched
linear singular systems for two types of constrained switching signals.
These characterizations generalize the notion of ‘‘jointly index-1’’ as
well as the one-step map previously reported in the literature. A some-
what surprising result compared to the continuous time case is that
each mode being index-1 is neither sufficient nor necessary for the solv-
ability of a SLSS with a given switching signal. A first application of this
novel solution theory is the study of observability and determinability,
and characterizations of these properties are given.

Another application not discussed here is the consideration of stabil-
ity, however, in view of the existence of the one-step-map it is possible
to rewrite the singular switched system (with fixed switching signal)
as a non-singular switched system whose stability can be checked
with available methods for linear time-varying systems. Nevertheless,
simplifications on the stability criteria are possible since the system is
not fully time-varying; this is one of our future works.
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Appendix. Some basic linear algebra results

Lemma A.1. For any invertible matrix 𝐴 ∈ R𝑛×𝑛, and any 𝐶 ∈ R𝑚×𝑛, the
following equation holds for every 𝑘 ∈ Z and every 𝑛 ≥ 𝑛

ker

⎡

⎢

⎢

⎢

⎢

⎣

𝐶
𝐶𝐴
⋮

𝐶𝐴𝑛−1

⎤

⎥

⎥

⎥

⎥

⎦

= ker

⎡

⎢

⎢

⎢

⎢

⎣

𝐶𝐴𝑘

𝐶𝐴1+𝑘

⋮
𝐶𝐴𝑛−1+𝑘

⎤

⎥

⎥

⎥

⎥

⎦

. (A.1)

Proof. Consider first 𝑘 = 1. By Cayley–Hamilton theorem, each of the
rows of 𝐶𝐴𝑘 for 𝑘 > 𝑛 − 1 are linearly dependent on the rows of the
observability matrix [𝐶⊤, (𝐶𝐴)⊤,… , (𝐶𝐴𝑛−1)⊤]⊤, hence

ker

⎡

⎢

⎢

⎢

⎢

⎣

𝐶
𝐶𝐴
⋮

𝐶𝐴𝑛−1

⎤

⎥

⎥

⎥

⎥

⎦

= ker

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

𝐶
𝐶𝐴
⋮

𝐶𝐴𝑛−1

𝐶𝐴𝑛

⋮
𝑛

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⊆ ker

⎡

⎢

⎢

⎢

⎢

⎣

𝐶𝐴
⋮

𝐶𝐴𝑛−1

𝐶𝐴𝑛

⎤

⎥

⎥

⎥

⎥

⎦

.

10

⎣
𝐶𝐴

⎦

To show the converse subspace relation, let 𝑥 ∈ ker

[ 𝐶𝐴
⋮

𝐶𝐴𝑛−1

𝐶𝐴𝑛

]

. Then the

Cayley–Hamilton theorem ensures existence of 𝑎0, 𝑎1,… , 𝑎𝑛−1 ∈ R such
that

0 = 𝐶𝐴𝑛𝑥 = 𝐶
𝑛
∑

𝑖=0
𝑎𝑖𝐴

𝑖𝑥.

By assumption 𝐶𝐴𝑖𝑥 = 0 for 𝑖 = 1, 2,… , 𝑛 − 1, hence we can conclude
that

0 =
𝑛
∑

𝑖=0
𝑎𝑖𝐶𝐴𝑖𝑥 = 𝑎0𝐶𝑥.

Since 𝐴 is invertible, the characteristic polynomial det(𝑠𝐼−𝐴) = ∑𝑛
𝑖=0 𝑎𝑖𝑠

cannot have the root 𝜆 = 0, i.e. 𝑎0 ≠ 0 and we can conclude that 𝐶𝑥 = 0.

Therefore, 𝑥 ∈ ker 𝐶 and thus 𝑥 ∈ ker

[

𝐶
𝐶𝐴
⋮

𝐶𝐴𝑛−1

]

.

Now our claim is that for any 𝑘 ∈ Z,

ker

⎡

⎢

⎢

⎢

⎢

⎣

𝐶𝐴𝑘

𝐶𝐴1+𝑘

⋮
𝐶𝐴𝑛−1+𝑘

⎤

⎥

⎥

⎥

⎥

⎦

= ker

⎡

⎢

⎢

⎢

⎢

⎣

𝐶𝐴𝑘+1

𝐶𝐴1+𝑘+1

⋮
𝐶𝐴𝑛−1+𝑘+1

⎤

⎥

⎥

⎥

⎥

⎦

, (A.2)

from which (A.1) follows inductively. Let 𝐶 ∶= 𝐶𝐴𝑘 (this is also appli-
cable for 𝑘 < 0 since 𝐴 is invertible) then using the same arguments as
in the case of 𝑘 = 1, we have that

ker

⎡

⎢

⎢

⎢

⎢

⎣

𝐶
𝐶𝐴
⋮

𝐶𝐴𝑛−1

⎤

⎥

⎥

⎥

⎥

⎦

= ker

⎡

⎢

⎢

⎢

⎢

⎣

𝐶𝐴
𝐶𝐴2

⋮
𝐶𝐴𝑛

⎤

⎥

⎥

⎥

⎥

⎦

(A.3)

i.e. (A.2) holds. □

Lemma A.2. For any subspaces  , ⊆ R𝑛 and matrix 𝐴 ∈ R𝑛×𝑛:

(i) 𝐴(∩) = 𝐴∩𝐴 ⟺ (+)∩ker 𝐴 = (∩ker 𝐴)+(∩ker 𝐴)
(ii)  ∩ 𝐴 ∩⋯ ∩ 𝐴𝑛 =  ∩ 𝐴 ∩⋯ ∩ 𝐴𝑛+𝓁 for all 𝓁 ∈ N.

Proof. The proof for part (i) is available in [33, App. A]. To prove (ii),
note first that it suffices to show that  ∩ 𝐴 ∩ ⋯ ∩ 𝐴𝑛 ⊆ 𝐴𝑛+𝓁 for
all 𝓁 ∈ N.
Case 1: 𝐴 is invertible.
We show inductively that if 𝑥 ∈  ∩𝐴 ∩…∩𝐴𝑛+𝓁 then 𝑥 ∈ 𝐴𝑛+𝓁+1 .
Under the assumption that 𝑥 ∈  ∩ … ∩ 𝐴𝑛+𝓁 we can choose for
each 𝑖 = 0,… , 𝑛 + 𝓁 some 𝑣𝑖 ∈  such that 𝑥 = 𝐴𝑖𝑣𝑖. Note that by
assumption 𝑥 = 𝑣0 ∈  and hence 𝑥 = 𝐴𝑖𝑣𝑖 ∈  as well; furthermore,
𝐴−𝑘𝑥 = 𝑣𝑘 ∈  , hence also 𝐴𝑖−𝑘𝑣𝑖 = 𝑥 ∈  for all 𝑘 ∈ {0, 1,… , 𝑖}. Let
𝜆0 +𝜆1𝑠+⋯+𝜆𝑛−1𝑠𝑛−1 + 𝑠𝑛 be the characteristic polynomial of 𝐴−1 and
let 𝑣𝑛+𝓁+1 ∶= −

∑𝑛−1
𝑖=0 𝜆𝑖𝑣𝑖+𝓁+1 ∈  , then

𝐴𝑛+𝓁+1𝑣𝑛+𝓁+1 = −𝐴𝑛
𝑛−1
∑

𝑖=0
𝜆𝑖𝐴

𝓁+1𝑣𝓁+1+𝑖

= 𝐴𝑛
𝑛−1
∑

𝑖=0
−𝜆𝑖𝐴−𝑖𝑥 = 𝑥,

where 𝐴−𝑛 =
∑𝑛−1

𝑖=0 −𝜆𝑖𝐴−𝑖 (Cayley–Hamilton for 𝐴−1) is used.
Case 2: 𝐴 is singular.
In that case there exists a coordinate transformation such that

the matrix representation of 𝐴 becomes
[ 𝐽 0
0 𝑁

]

where 𝐽 ∈ R𝑛1×𝑛1

nonsingular and 𝑁 ∈ R𝑛2×𝑛2 nilpotent with nilpotency index 𝑛0 ≤ 𝑛.
In these coordinates, let  = im

[

𝑉1
𝑉2

]

for some suitable matrices 𝑉1 and

𝑉2 and  ∩ 𝐴 ∩ ⋯ ∩ 𝐴𝑛 = im
[

𝑉1
𝑉2

]

∩ im
[

𝐽𝑉1
𝑁𝑉2

]

∩ … ∩
[

𝐽𝑛0−1𝑉1
𝑁𝑛0−1𝑉2

]

∩
[

𝐽𝑛0𝑉1
0

]

∩…∩
[

𝐽𝑛𝑉1
0

]

⊆ (im𝑉1 ∩ 𝐽 im𝑉1 ∩⋯∩ 𝐽 𝑛 im𝑉1)⊗ {0}, where the
last subspace relation follows from the general fact, that for suitably
sized matrices 𝑃 ,𝑄,𝑅, 𝑆 it always holds that im

[ 𝑃
𝑄
]

∩ im
[ 𝑅
𝑆
]

⊆ (im𝑃 ∩

im𝑅)⊗ (im𝑄 ∩ im𝑆). From Case 1 applied to the invertible matrix 𝐽 ,
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

R
w
𝐴
m
r

R

we know that im𝑉1∩⋯∩𝐽 𝑛 im𝑉1 ⊆ 𝐽 𝑛+𝓁 im𝑉1 for any 𝓁 ∈ N and hence
∩ 𝐴 ∩⋯ ∩ 𝐴𝑛 ⊆ im

[

𝐽𝑛+𝓁𝑉1
0

]

= 𝐴𝑛+𝓁 as desired. □

emark A.3. The statement of Lemma A.2(ii) does not hold in general
hen 𝑛 is replaced by 𝑛− 1. As a counterexample consider  = R2 and
=

[ 0 1
0 0

]

. Nevertheless, the proof reveals that 𝐴 being nilpotent with
aximal possible nilpotency index 𝑛 is the only case where 𝑛 cannot be

eplaced by 𝑛 − 1.
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