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Abstract— For linear switched differential algebraic equa-
tions (DAEs) we consider the problem of characterizing the
maximal exponential growth rate of solutions. It is shown that
a finite exponential growth rate exists if and only if the set
of consistency projectors associated to the family of DAEs is
product bounded. This result may be used to derive a converse
Lyapunov theorem for switched DAEs. Under the assumption
of irreducibility we show that a construction reminiscent of the
construction of Barabanov norms is feasible as well.

I. INTRODUCTION

In this paper it is our aim to establish a converse Lyapunov
theorem and to construct a Barabanov norm for switched
DAEs of the form

Eσ(t)ẋ(t) = Aσ(t)x(t), x(t0−) = x0 ∈ Rn (1)

where the switching signals σ satisfy, for some finite or
infinite index set I,

σ ∈ Σ :=

{
σ : R→ I

∣∣∣∣ σ is piecewise constant with

locally finitely many switches

}
.

Switched DAEs (1) have attracted some interest in recent
years [17]. A general solution theory has recently been
developed in [15], [16]. First results on the stability of
switched DAEs have been derived in [9], [11], [10]. In
particular, it follows from the general theory that for arbitrary
switched linear DAEs solutions need to be defined in the
space of piecewise smooth distributions, which potentially
include Dirac impulses. The problem in DAEs is the discon-
tinuity due to the restriction of the state to the consistency
space, see e.g. [13]. As an impulse in a solution prevents a
reasonable notion of stability, we only consider the situation
where the solutions of (1) do not contain Dirac impulses.
As we consider arbitrary initial values, non-existence of
Dirac impulses in the solution is equivalent to the index-one
assumption of the matrix pairs (Ei, Ai).

For switched linear ordinary differential inclusions con-
verse Lyapunov theorems were obtained in [1], [19] and we
adapt some of the ideas to the setting considered here. The
class of systems we consider here can be modeled within
the class of hybrid systems in the framework discussed in
[6]. In particular, in this general context converse Lyapunov
theorems are available, [3]. These are also applicable in
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principal for the systems studied here, but our construction
provides some more information as the exponential growth
rate of the system is characterized precisely. This has proven
to be an essential tool for switched linear ordinary differential
equations and we expect the same to be true for switched
DAEs (1).

The paper is organized as follows. In Section II we
show that a switched DAE under certain conditions can
be rewritten as a switched ODE with jumps. We study the
latter in its own right in Section III and derive a converse
Lyapunov theorem (Corollary 14) as well as conditions for
the existence of a Barabanov norm (Theorem 16). These
results can then be formulated for switched DAEs which
is done in the concluding Section IV.

Throughout this paper ‖·‖ denotes an arbitrary (but fixed)
norm on Rn as well as the corresponding induced matrix
norm.

II. SWITCHED DAES AND SWITCHED ODES WITH JUMPS

In this section we will show that under certain assumptions
on (1) we can reformulate (1) for a fixed switching signal
σ ∈ Σ as a switched ODE with jumps, given by

ẋ(t) = Adiff
ik
x(t), on (tk, tk+1)

x(tk+) = Πikx(tk−), x(t0−) = x0 ∈ Rn
(2)

where tk, k ∈ N are the ordered switching times of σ
beginning at t0 ∈ R and ik ∈ I is such that σ(t) = ik
on (tk, tk+1), furthermore, (Adiff

i ,Πi) ∈ AΠ for all i ∈ I,
where

AΠ =
{

(A,Π) ∈ (Rn×n)2
∣∣ Π2 = Π, AΠ = ΠA

}
.

Here Adiff
i characterizes the differential dynamics of the DAE

Eiẋ = Aix and Πi is the so called consistency projector.
For deriving the connection between (1) and (2) we start

by collecting some facts about non-switched DAEs

Eẋ = Ax. (3)

Definition 1 (Regularity): A matrix pair (E,A) ∈
Rn×n × Rn×n (and the associated DAE) is called regular
if, and only if, the polynomial det(sE − A) is not the zero
polynomial.

An important characterization of regularity is the quasi-
Weierstrass form:

Lemma 2 (Quasi-Weierstrass form, [18], cf. [5], [2]):
The matrix pair (E,A) is regular if, and only if, there exist
invertible S and T such that

(SET, SAT ) =

([
I 0
0 N

]
,

[
J 0
0 I

])
, (4)



where N ∈ Rn2×n2 is nilpotent and J ∈ Rn1×n1 , n1 +n2 =
n. The smallest number ν ∈ N such that Nν = 0 is called
the index of the regular pair (E,A).

Following [2] we call (4) a quasi-Weierstrass form, as
we do not assume that N and J are in Jordan canonical
form. Also, [2] describes a convenient way to obtain a quasi-
Weierstrass form (and the corresponding transformation ma-
trices) utilizing the Wong sequences.

We are now able to characterize the (classical) solutions
of the DAE (3). Here classical means continuously differen-
tiable or absolutely continuous.

Lemma 3 (Differential flow matrix, [14]): Consider a
regular matrix pair (E,A) with transformation matrices S
and T which put (E,A) in a quasi-Weierstrass form. Let
the differential flow matrix of the DAE (3) be given by

Adiff := T

[
In1 0
0 0

]
SA = T

[
J 0
0 0

]
T−1,

then x solves the DAE (3) if, and only if, x solves

ẋ = Adiffx, x(0) ∈ V∗ := imT
[
In1

0
0 0

]
.

In particular, the solutions evolve within the consistency
space V∗ which is in general not the whole Rn. This is
important when studying switched DAEs (1) as the con-
sistency spaces corresponding to different modes need not
coincide. In particular, existence of classical solution cannot
be expected in general. In order to continue a solution from
a switching instant with an appropriate jump we have to
utilize the solution space of piecewise-smooth distributions
as introduced in [15], [16]. In this distributional framework
the jumping behavior at a switching instant follows from
studying the solution of the initial trajectory problem (ITP)
for the DAE (3):

x(−∞,0) = x0
(−∞,0)

(Eẋ)[0,∞) = (Ax)[0,∞)

(5)

where x0 is an arbitrary past trajectory; in particular, it is not
assumed that x0 evolves within V∗. The following results
now establishes existence and uniqueness of solutions of the
ITP in the piecewise-smoothly distributional framework.

Lemma 4 (Consistency projector, [15]): The ITP (5) has
a unique (distributional) solution for all initial trajectories
x0 if, and only if, (E,A) is regular. In particular, each local
solution of the switched DAE (1) can uniquely be extended
forward in time up to infinity. Furthermore, the jump in the
ITP (5) is given by the consistency projector

x(0+) = Πx0(0−) where Π = T

[
In1 0
0 0

]
T−1,

and where T ∈ Rn×n is as in Lemma 2.
However, this unique solution might exhibit “infinite

peaks” in the form of the Dirac impulse (and its derivatives).
In the context of stability the existence of infinite peaks is
clearly an undesirable behavior. It is well known (cf. [17]),
that the ITP (5) does not produce Dirac impulses for arbitrary
initial trajectories if, and only if, N = 0 in the quasi-
Weierstrass form (4), i.e. the matrix pair (E,A) has index
one.

Theorem 5 (Connection between (1) and (2)): Consider
the switched DAE (1) with regular matrix pairs (Ei, Ai),
i ∈ I, of index one and switching signal σ ∈ Σ. Let

Mjump :=
{

(Adiff
i ,Πi)

∣∣ i ∈ I } ,
where Adiff

i ,Πi are the flow matrix and consistency projector
of (Ei, Ai) as in Lemmas 3 and 4. Then

Mjump ⊆ AΠ

and x is a solution on [0,∞) of the switched DAE (1) with
initial condition x(0−) = x0 if, and only if, x is a solution
on [0,∞) of the switched ODE with jumps (2) corresponding
to Mjump and with initial condition x(0−) = x0.

Proof: First note that commutativity of Adiff and Π
corresponding to a regular matrix pair (E,A) easily follows
from the definition. From Lemma 3, Lemma 4 and impulse-
freeness due to index one we can conclude that the solution
x of the switched DAE (1) with switching signal σ ∈ Σ and
initial condition x(0−) = x0 is given by

x(t) = eA
diff
σ(tk+)(t−tk)Πσ(tk+)e

Adiff
σ(tk-1+)(tk−tk-1)Πσ(tk-1+)

· · · eA
diff
σ(t0+)(t1−t0)Πσ(t0+)x0, (6)

where t ∈ [tk, tk+1) and 0 = t0 < t1 < t2 < . . . , are the
switching times of σ. This already shows the claim of the
theorem.

III. A CONVERSE LYAPUNOV THEOREM AND
BARABANOV NORMS FOR SWITCHED ODES WITH JUMPS

In this section we consider switched ODEs with jumps in
its own right because a converse Lyapunov Theorem and a
Barabanov norm construction is itself of interest for switched
ODEs with jumps. To this end, let for some finite or infinite
index set I

Mjump :=
{

(Ai,Πi) ∈ (Rn×n)2
∣∣ i ∈ I } ⊆ AΠ

be a compact set. For each σ ∈ Σ we associate to Mjump a
switched ODE with jumps

ẋ(t) = Aσ(t)x(t), on (tk, tk+1)

x(tk+) = Πσ(tk+)x(tk−), k = 0, 1, 2, . . . ,

x(t0−) = x0 ∈ Rn ,
(7)

where t0 < t1 < . . . < tk < tk+1 < . . ., k ∈ N, are the
switching times of σ (beginning at t0). Note that, although
we do not assume that (A,Π) ∈Mjump are induced by some
regular matrix pair, we do assume commutativity of A and
Π for all (A,Π) ∈Mjump which will play an important role
later (see Lemma 6 and Remark 7).

A. Growth rates for switched ODEs with jumps

The solution of the switched ODE (7) is, for t ∈ [tk, tk+1),
given by a formula analogous to (6).

Hence we can define the evolution operator Φσ(·, t0) :
(t0,∞) → Rn×n corresponding to a fixed switching signal
σ such that for all solution x and all t > t0

x(t) = Φσ(t, t0)x(t0−).



Since the considered set of switching signals is shift invari-
ant, the set of all evolution operations only depends on the
time span t > 0, i.e.

St := {Φσ(t0 + t, t0) | t0 ∈ R, σ ∈ Σ }

=


k∏
j=1

eAjτjΠj

∣∣∣∣∣∣ k ∈ N, (Aj ,Πj) ∈Mjump, τ1 > 0,

. . . , τk−1 > 0, τk ≥ 0,
∑k

j=1 τj = t

 (8)

The set St defines all possible evolutions of length t that
can be realized by the switched ODE with jumps defined by
Mjump and (7) if we admit arbitrary σ ∈ Σ. Note that the
definition assumes that there is at most one jump at each
time instant, i.e. x(t+) = ΠpΠqx(t−) is not possible for
p, q ∈ I with p 6= q. However, these “multiple” jumps are
in the closure of St which will play some role later.

We highlight the important property that

S :=
⋃
t≥0

St (9)

is a semigroup with the following factorization property.
Lemma 6 (Semigroup): For all s, t > 0 it holds that

Ss+t = SsSt :={
ΦsΦt ∈ Rn×n

∣∣ Φs ∈ Ss,Φt ∈ St
}
. (10)

Proof: It is clear by (8), that SsSt ⊆ Ss+t. Conversely,
let Φ ∈ Ss+t, i.e. Φ is the flow at s+ t of the switched ODE
(7) for a fixed switching signal. If t is a switching instant of σ
there is nothing to show. Otherwise there are two consecutive
switches tk, tk+1 with tk < t < tk+1. First observe that
commutativity of Πk and Ak implies commutativity of Πk

and eAkτ for all τ > 0. Secondly, Π2
k = Πk, hence

eAk(tk+1−tk)Πk = eAk(tk+1−t)Πke
Ak(t−tk)Πk .

This may be used to represent Φ as the product of elements
in Ss and St by introducing an artificial switching instant at
time t.

Remark 7 (Commutativity condition): To show the semi-
group property (10) the commutativity condition AΠ = ΠA
for all (A,Π) ∈ Mjump is essential. However, if also ODEs
(7) with arbitrary jumps should be considered, one could
add the artificial ODE corresponding to (A, I), i.e. an ODE
without a jump, to recover the semigroup property. It is
then possible to introduce “artificial” switches anywhere
without altering the solution. If, however, a jump must
occur whenever the systems jumps from one mode to a
different mode then this approach does not work because the
semigroup also contains solutions corresponding to switches
without jumps.

We now define the exponential growth rate of (7).
Definition 8 (Exponential growth rate): For t > 0 define

first the exponential growth bound of (7) at time t by

λt(St) := sup
Φt∈St

ln ‖Φt‖
t

∈ R ∪ {−∞,+∞},

The exponential growth rate, or upper Lyapunov exponent,
of the semigroup S is then given by

λ(S) := lim
t→∞

λt(St) , (11)

provided the limit exists and is finite.
Note that we did not exclude λt(St) = ±∞ at this point.

Still, for every solution x of (7),

‖x(t)‖ = ‖Φtx0‖ ≤ ‖Φt‖‖x0‖ ≤ eλt(St) t‖x0‖

which motivates the term “exponential growth bound”. For
switched ODEs without jumps, i.e.

∀(A,Π) ∈Mjump : Π = I

and compact Mjump it can be shown [7] that the associated
evolution operators St are bounded and, furthermore, the
growth can be bounded exponentially, i.e. there exist λ > 0
such that for all t > 0 and Φt ∈ St

‖Φt‖ ≤ eλt

or, equivalently, for all solutions x of the switched ODE

‖x(t)‖ ≤ eλt‖x0‖.

In particular, λ(S) exists and is finite for switched ODEs
without jumps and with a compact A-matrices set.

Surprisingly, this property does not hold anymore when
considering switched ODEs with jumps; the sets St can ac-
tually be unbounded for finite t. See the following example.

Example 9 (Unbounded evolution operators): Let
Mjump = {(0,Π1), (0,Π2)} with projectors

Π1 =

[
0 1
0 1

]
, Π2 =

[
0 0
1 1

]
Note that St contains all possible finite products of Π1 and
Π2. It is easily seen that

(Π1Π2)k =

[
1 1
1 1

]k
= 2k−1Π1Π2

hence St is unbounded for each t > 0 because in the setup
considered here there is no upper bound on the number of
switches in an interval [0, t].

The previous example showed that the set of the jump
maps

Mjump
Π :=

{
Π ∈ Rn×n

∣∣ ∃A : (A,Π) ∈Mjump }
plays a vital role. Recall that a nonempty set of matrices
B ⊆ Rn×n is called product bounded [4], if the set of all
possible products

SN(B) := {BkBk−1 . . . B1 | k ∈ N, Bj ∈ B } (12)

is bounded. By a well known result, [8, Theorem 3], B is
product bounded, if and only if there exists a norm ~ · ~ on
Rn such that for the associated operator norm we have

~B~ ≤ 1 , for all B ∈ B . (13)

The following result gives a characterization of bounded-
ness of the sets St.

Proposition 10 (Boundedness of St): Assume that the
set Mjump

A :=
{
A ∈ Rn×n

∣∣ ∃Π : (A,Π) ∈Mjump
}

is
bounded. Then the following statements are equivalent:

(i) Mjump
Π is product bounded.



(ii) there exists a t > 0 such that St is bounded.
(iii) for all t > 0 the set St is bounded.

Of course, the bound in (iii) may depend on t.
Proof: It is clear that (iii) implies (ii). To prove (i) ⇒

(iii), assume that MΠ is product bounded. In this case we
may choose a norm ~ · ~ on Rn so that ~Π~ ≤ 1 for all
Π ∈ Mjump

Π . Now corresponding to the norm ~ · ~ and a
given matrix A ∈ Rn×n we may consider the initial growth
rate of A with respect to ~ ·~, which can be defined, cf. [7,
Chap. 5], as the smallest number µ so that

~eAt~ ≤ eµt , for all t ≥ 0 .

As the initial growth rate is a finite, convex function
and so, in particular, a continuous function of A by [7,
Lemma 5.5.9 (vi)] and the set of matrices

Mjump
A :=

{
A ∈ Rn×n

∣∣ ∃Π : (A,Π) ∈Mjump }
is bounded it follows that there is a constant C > 0 such
that

~eAt~ ≤ eCt , for all t ≥ 0 and all A ∈Mjump
A .

With this constant and using submultiplicativity it follows
that for any element of St we have

�

�

�

�

�

�

k∏
j=1

eA
diff
j τjΠj

�

�

�

�

�

�

≤
k∏
j=1

�

�

�
eA

diff
j τj

�

�

�
~Πj~

≤ eC
∑k
j=1 τj = eCt . (14)

This shows that St is bounded for all t ≥ 0.
(ii) ⇒ (i): Fix a t∗ > 0 and assume, that MΠ is not

product bounded. Then we may choose for every constant
C > 0 a k ∈ N and Π1, . . . ,Πk ∈MΠ such that

‖Πk . . .Π1‖ > 2C.

As the map
t 7→ eAktΠk . . . e

A1tΠ1

is continuous, there exists an ε > 0 such that∥∥eAktΠk . . . e
A1tΠ1

∥∥ > C for all t ∈ [0, ε). Choose τ < ε
so that kτ < t∗. Then, due to the properties of Mjump,

eAk(t∗−kτ)eAkτΠke
Ak−1τΠk−1 . . . e

A1τΠ1 ∈ St∗

and using again submultiplicativity∥∥∥e−Ak(t∗−kτ)
∥∥∥ ∥∥∥eAk(t∗−kτ)eAkτΠk . . . e

A1τΠ1

∥∥∥
≥
∥∥eAkτΠke

Ak−1τΠk−1 . . . e
A1τΠ1

∥∥ > C.

Due to compactness ofMjump
A it follows that

∥∥e−Ak(t∗−kτ)
∥∥

is bounded by

sup
{∥∥e−At∥∥ ∣∣∣ t ∈ [0, t∗], A ∈Mjump

A

}
<∞,

which is independent of the choice of C and k. Hence
unboundedness of St∗ is shown.

We are now able to define the limit growth rate as follows.
Lemma 11 (Boundedness of Lyapunov exponent):

Consider a bounded set Mjump and assume Mjump
Π is

product bounded and contains at least one non-zero
projector. Then the (upper) Lyapunov exponent given by
(11) is well defined and finite.

Proof: Throughout the proof we use the abbreviation
λt for λt(St). Due to Lemma 6 and submultiplicativity of
induced matrix norms,

∀α, β > 0 : (α+ β)λα+β ≤ αλα + βλβ . (15)

Applying (15) to α = t − ktτ and β = ktτ for t > τ > 0,
where kt ∈ N is such that τkt < t < τ(kt+ 1) and invoking
(14) we obtain

λt ≤ εt + τkt
t λτ ,

where εt → 0 and ktτ
t → 1 as t→∞. Hence,

lim sup
t→∞

λt ≤ inf
τ>0

λτ ≤ lim inf
t→∞

λt

which shows that the limit in the definition of λ(S) exists.
Furthermore, Proposition 10 yields

λ(S) = inf
t>0

λt(St) <∞,

and it remains to show that λ(S) 6= −∞.
Since Mjump

Π contains a nontrivial projector, we may
consider a nontrivial solution x(t) = eAtΠx0 with Πx0 = x0

and (A,Π) ∈ Mjump. Then there exists some λ ∈ R such
that

‖eAtΠx0‖ ≥ eλt‖x0‖, ∀t > 0.

Hence λt(St) ≥ λ for all t > 0 and, therefore, λ(S) ≥ λ >
−∞.

Note that λ(S) does not depend on the norm chosen to
define λt(St). Finally, by choosing the specific sequence t =
1, 2, 3, . . . for the limit of λt(St) we obtain the following
corollary.

Remark 12 (Generalized spectral radius): Consider the
discretization of the switched ODE (7) with jumps given by

x(k + 1) ∈ {Φ1x(k) | Φ1 ∈ S1 }

For this discrete inclusion we can define the generalized
spectral radius [19] as usual:

ρ(S1) := lim
k→∞

sup
Ai∈S1

∥∥∥∥∥
k∏
i=1

Ai

∥∥∥∥∥
1/k

.

Then
λ(S) = ln ρ(S1).

B. Converse Lyapunov Theorem

We will now show that we can construct a “Lyapunov
norm” for the switched ODE with jumps (7) with exponential
growth rate arbitrarily close to the upper Lyapunov exponent.

Theorem 13 (Lyapunov norm): Consider the switched
ODE with jumps (7) and assume the corresponding
Lyapunov exponent λ(S) is finite. Then

~x~ε := sup
t>0

sup
Φt∈St

e−(λ(S)+ε)t‖Φtx‖



defines a semi norm which is positive definite on imS and
satisfies

~Φtx~ε ≤ e(λ(S)+ε)t~x~ε. (16)
Proof: Since supΦt∈St ‖Φtx‖ ≤ eλt(St) t‖x‖ and

λt(St)→ λ(S) as t→∞ it follows that

e−(λ(S)+ε)t sup
Φt∈St

‖Φtx‖ → 0 as t→∞,

hence there exists T > 0 such that

sup
t>0

sup
Φt∈St

e−(λ(S)+ε)t‖Φtx‖

= max
t∈[0,T ]

sup
Φt∈St

e−(λ(S)+ε)t‖Φtx‖

which shows that ~ · ~ε is well defined. Furthermore, it is
easily seen that ~x + y~ε ≤ ~x~ε + ~y~ε and ~λx~ε =
|λ|~x~ε for all x, y ∈ Rn, λ ∈ R. To show positive
definiteness on imS let x ∈ imS \ {0}, i.e. there exists
t > 0, Φt ∈ St and x0 ∈ Rn such that x = Φtx0. As x 6= 0
there exists (A,Π) ∈ Mjump such that Πx = x 6= 0 and
hence eAtΠx 6= 0 for all t ≥ 0. This shows that ~x~ε > 0.

To show (16) observe that using the definition

~Φtx~ε = sup
τ>0

sup
Φτ∈Sτ

e−(λ(S)+ε)τ‖ΦτΦtx‖

≤ e(λ(S)+ε)t~x~ε.

An immediate consequence of this result is the following
converse Lyapunov Theorem.

Corollary 14 (Converse Lyapunov Theorem): Assume
that the switched ODE with jumps (7) is (uniformly)
exponentially stable, i.e. there exists λ > 0 and M ≥ 1 such
that for all switching signals σ ∈ Σ and all corresponding
solutions x it holds that

‖x(t)‖ ≤Me−λt‖x(0)‖ ∀t ≥ 0.

Then λ(S) < 0 and (7) permits a (in general nonsmooth)
Lyapunov function V : Rn → R≥0 given by V = ~ · ~ε as
in Theorem 13 with sufficiently small ε > 0.

Since trajectories of (7) have jumps it is not clear whether
the smoothing technique from [12], [3] can be applied
to obtain a smooth Lyapunov function. In particular, the
important property

V (Πx) ≤ V (x) ∀x ∈ Rn,Π ∈Mjump
Π

might be lost in a convolution of V with a smooth kernel.

C. Construction of a Barabanov norm

Even in the case that the Lyapunov norm ~ · ~ε is well
defined for ε = 0 it would not be an “extremal” norm because
in general equality in (16) will not hold for all x ∈ Rn.
We are therefore interested in conditions which ensure the
existence of a Barabanov norm, defined as follows.

Definition 15 (Barabanov norm): Consider Mjump ⊆ AΠ
with corresponding switched ODE with jumps (7) and flows
St, t > 0. A norm ~ ·~ is called a Barabanov norm for (7),
if there exists a λ ∈ R such that

(i) for all t ≥ 0, (A,Π) ∈Mjump, x ∈ Rn
�

�eAtΠx
�

� ≤ eλt~x~, (17)

(ii) for all t > 0, x ∈ Rn there exists a Φt ∈ St such that

~Φtx~ = eλt~x~, (18)

where St denotes the closure of St.
The value λ is called exponential growth rate w.r.t. ~ · ~.

Note that (17) for t = 0 implies

~Πx~ ≤ ~x~ ∀ Π ∈Mjump
Π , x ∈ Rn.

Furthermore, if (7) admits a Barabanov norm with exponen-
tial growth rate λ ∈ R then (17) and the solution formula
analogous to (6) imply for all solutions x(·)

~x(t)~ ≤ eλt~x(t0−)~

and (18) implies that no smaller value fulfills this property.
We will now present our second main result concerning

the existence of a Barabanov norm. Recall that a semigroup
S ⊆ Rn×n is called irreducible, if there are no trivial S-
invariant linear subspaces X ⊆ Rn. I.e., if ΦX ⊆ X for all
Φ ∈ S then X = {0} or X = Rn.

Theorem 16 (Barabanov norm): Consider a bounded set

Mjump ⊆ AΠ

and the associated switched ODE with jumps (7). Assume
that the semigroup S defined by (8) and (9) is irreducible.
Then the following statements are equivalent:

(i) The set Mjump
Π is product bounded.

(ii) The Lyapunov exponent λ(S) exists and is finite.
(iii) The switched ODE with jumps (7) admits a Barabanov

norm.
Furthermore, in case of existence of a Barabanov norm its
exponential growth rate is given by λ(S).

Proof: The equivalence of (i) and (ii) is a direct
consequence of Proposition 10 and Lemma 11. Furthermore,
the existence of a Barabanov norm implies that each flow set
St is bounded, hence Proposition 10 also shows validity of
the implication (iii)⇒(i). It remains to show existence of a
Barabanov norm if the Lyapunov exponent λ(S) exists and is
finite (note that due to irreducibility Lemma 11 is applicable
and so λ(S) > −∞).

As in [19] we define the limit semigroup corresponding
to S by

S∞ :=
⋂
T≥0

⋃
t≥T

e−λ(S) tSt

We note the following properties of S∞. The proof is a
minor modification of that in [19, Prop. 3.2] and therefore
omitted.

(i) S∞ is a compact, irreducible semigroup,
(ii) for all t > 0,Φt ∈ St, R ∈ S∞ we have

e−λ(S) tRΦt ∈ S∞, (19)

(iii) for all Π ∈Mjump
Π , R ∈ S∞ we have

RΠ ∈ S∞, (20)



(iv) for all t > 0, R ∈ S∞ there exist Φt ∈ St, R̃ ∈ S∞
such that

R = e−λ(S) t ΦtR̃. (21)

We now claim that the norm defined by

~x~ := max { ‖Sx‖ | S ∈ S∞ } (22)

is a Barabanov norm. Note that ~ · ~ is positive definite by
irreducibility of S∞. Positive homogeneity is clear and ~ ·~
is convex as the maximum of convex functions. This shows
that ~ · ~ is indeed a norm. To show that (17) holds, let
x ∈ Rn and Φt = eAtΠ ∈ St, t > 0 and (A,Π) ∈ Mjump,
then, by (19)

~Φtx~ = eλ(S) t max
{
‖e−λ(S) tRΦtx‖

∣∣∣ R ∈ S∞ }
≤ eλ(S) t max { ‖Sx‖ | S ∈ S∞ } = eλ(S) t~x~,

which shows (17) for t > 0. For t = 0 observe that by (20)

~Πx~ = max { ‖RΠx‖ | R ∈ S∞ }
≤ max { ‖Sx‖ | S ∈ S∞ } = ~x~.

Finally, for x ∈ Rn choose R ∈ S∞ such that ~x~ = ‖Rx‖.
By (21) we may choose, for any t > 0, matrices R̃ ∈ S∞
and Φt ∈ St such that R = e−λ(S) tΦtR̃, hence

~Φtx~ ≥ eλ(S) t‖e−λ(S) tR̃Φtx‖
= eλ(S) t‖Rx‖ = eλ(S) t~x~

and the second property (18) is shown.
Remark 17 (Barabanov norm on a subspace): In case

that the consistency spaces are restricted to a lower
dimensional space X ⊆ Rn, i.e., im Φ ⊆ X for all Φ ∈ S,
then if S is irreducible on X the above result yields a
Barabanov norm on X .

IV. CONCLUSIONS FOR SWITCHED DAES

We return now to our original problem of switched DAEs

Eσẋ = Aσx.

We can apply the results from the previous section to
obtain the following results about switched DAEs.

Corollary 18 (Converse Lyapunov Theorem): Consider
the switched DAE (1) with regular matrix pairs (Ei, Ai),
i ∈ I, and switching signals σ ∈ Σ. Assume that Mjump as
in Theorem 5 is bounded. If (1) is uniformly exponentially
stable for all switching signals then there exists a Lyapunov
function V : Rn → R≥0 for (1), in particular, for all
consistency projectors Π,

∀x ∈ Rn : V (Πx) ≤ V (x).
Proof: Exponential stability implies impulse freeness

by definition (cf. [17, Defn. 6.6.1]), which in turn implies
index one for all matrix pairs, hence we can apply Theorem 5
to rewrite the switched DAE (1) as a switched ODE with
jumps. In particular, uniform exponential stability of (1)
implies the same for the corresponding switched ODE with
jumps (2). So Corollary 14 yields the converse Lyapunov
theorem for switched DAEs.

Corollary 19 (Barabanov norm): Consider the switched
DAE (1) with regular index one matrix pairs (Ei, Ai), i ∈ I
and switching signals σ ∈ Σ. Assume that Mjump as in
Theorem 5 is bounded and S as given by (8) and (9) is
irreducible. Then the following statements are equivalent:

(i) The set of consistency projectors is product bounded.
(ii) The Lyapunov exponent λ(S) is bounded.

(iii) There exists a Barabanov norm.
Proof: Follows from Theorems 13 and 16.

Remark 20 (Boundedness of Mjump): In both of the
above results we need to assume that Mjump is bounded.
This is true if the index set is finite. However, in the general
case it is not clear yet whether compactness of the set
{ (Ei, Ai) | i ∈ I } implies boundedness of the set Mjump.
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