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S. Trenn: Distributional DAEs

Abstract

Linear implicit di↵erential equations of the form Eẋ = Ax + f are
studied. If the matrix E is not invertible, these equations contain
di↵erential as well as algebraic equations. Hence Eẋ = Ax+f is called
di↵erential algebraic equation (DAE).

A main goal of this dissertation is the consideration of certain dis-
tributions (or generalized functions) as solutions and studying time-
varying DAEs, whose coe�cient matrices have jumps. Therefore, a
suitable solution space is derived. This solution space allows to study
the important class of switched DAEs.

The space of piecewise-smooth distributions is introduced as the solu-
tion space. For this space of distributions, it is possible to define a
multiplication, hence DAEs can be studied whose coe�cient matrices
have also distributional entries. A distributional DAE is an equation of
the form Eẋ = Ax + f where the matrices E and A contain piecewise-
smooth distributions as entries and the solutions x as well as the in-
homogeneities f are also piecewise-smooth distributions.

For distributional DAEs, existence and uniqueness of solutions are
studied, therefore, the concept of regularity for distributional DAEs
is introduced. Necessary and su�cient conditions for existence and
uniqueness of solutions are derived. As special cases, the equations
ẋ = Ax+f (distributional ODEs) and Nẋ = x+f (pure distributional
DAE) are studied and explicit solution formulae are given.

Switched DAEs are distributional DAEs with piecewise constant coef-
ficient matrices. Su�cient conditions are given which ensure that all
solutions of a switched DAE are impulse free. Furthermore, it is stud-
ied which conditions ensure that arbitrary switching between stable
subsystems yield a stable overall system.

Finally, controllability and observability for distributional DAEs are
studied. For this, it is accounted for the fact that input signals can
contain impulses, hence an “instantaneous” control is theoretically pos-
sible. For a DAE of the form Nẋ = x + bu, y = cx, with constant,
nilpotent N and constant vectors b and c, a normal form is given which
allows for a simple characterization of controllability and observability.
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Zusammenfassung

Lineare implizite Di↵erentialgleichungen der Form Eẋ = Ax+f werden
untersucht. Da die Matrix E nicht als invertierbar angenommen wird,
enthält das Gleichungssystem neben den Di↵erentialgleichungen auch
algebraische Gleichungen. Deshalb werden diese Gleichungen di↵eren-
tial-algebraische Gleichungen (di↵erential algebraic equations, DAEs)
genannt.

Ein wesentliches Ziel der Dissertation ist es, Distributionen (oder ver-
allgemeinerte Funktionen) als Lösungen zuzulassen und gleichzeitig soll
es möglich sein, zeitvariante DAEs zu untersuchen, deren Koe�zienten-
matrizen Sprünge haben können. Dazu wird zunächst ein geeigneter
Lösungsraum hergeleitet. Insbesondere ist es mit diesem Lösungsraum
möglich, die wichtige Klasse der geschalteten DAEs (switched DAEs)
zu untersuchen.

Als Lösungsraum wird der Raum der stückweise glatten Distribu-
tionen (piecewise-smooth distributions) eingeführt. Für diesen Raum
ist es möglich, eine Multiplikation zu definieren, so dass auch DAEs
betrachtet werden können, deren Koe�zienten ebenfalls distributionel-
le Einträge haben. Eine distributionelle DAE ist eine Gleichung der
Form Eẋ = Ax + f , bei der die Matrizen E und A stückweise glat-
te Distributionen als Einträge enthalten und die Lösungen x sowie die
Inhomogenitäten f ebenfalls stückweise glatte Distributionen sind.

Für distributionelle DAEs wird die Existenz und Eindeutigkeit von
Lösungen untersucht, dazu wird das Konzept der Regularität für dis-
tributionelle DAEs eingeführt. Es werden notwendige und hinreichende
Bedingungen für die Existenz und Eindeutigkeit von Lösungen herge-
leitet. Als Spezialfälle werden die beiden Gleichungen ẋ = Ax + f (so
genannte distributionelle ODEs) und Nẋ = x + f (so genannte rei-
ne distributionelle DAEs) untersucht, für die explizite Lösungsformeln
angegeben werden können.

Geschaltete DAEs sind distributionelle DAEs mit stückweise kon-
stanten Koe�zientenmatrizen. Es werden hinreichende Bedingung her-
geleitet, die sicherstellen, dass die Lösungen von geschalteten DAEs
keine Impulse enthalten. Weiterhin wird untersucht, unter welchen Be-
dingungen das beliebige Schalten zwischen stabilen Teilsystemen zu
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einem stabilen Gesamtsystem führt.
Schließlich werden Steuerbarkeit und Beobachtbarkeit für distribu-

tionelle DAEs untersucht. Hierbei wird berücksichtigt, dass das Ein-
gangssignal Impulse enthalten kann und damit theoretisch eine ”in-
stantane“ Steuerung möglich ist. Für eine DAE der Form Nẋ = x+bu,
y = cx, mit konstanten, nilpotenten N sowie konstanten Vektoren b und
c wird eine Normalform angegeben, die eine einfache Charakterisierung
der Steuerbarkeit und Beobachtbarkeit ermöglicht.
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Bei Aylin möchte ich mich bedanken, weil sie mir in den letzten
Jahren in stressigen Situationen den Rücken frei gehalten hat und weil
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1 Introduction

In this dissertation linear implicit di↵erential equations or di↵erential
algebraic equations (DAEs) of the form

Eẋ = Ax + f

are studied. In the simplest case, E,A 2 Rm⇥n are constant matrices,
f : R ! Rm is some inhomogeneity and solutions are di↵erentiable
functions x : R ! Rn. It is not assumed that E is invertible which
yields that, in addition to di↵erential equation, also algebraic equations
are involved. DAEs naturally occur when modelling linear electrical
circuits, simple mechanical systems or, in general, (linear) systems with
additional (linear) algebraic constraints.

On a first view it seems that the theory of di↵erential algebraic equa-
tions is well developed and mature (see e.g. the textbooks [Cam80,
Cam82, GM86, Dai89, Apl91, RR02, KM06] and the references therein).
However, a solution theory for switched DAEs or, in general, for DAEs
with time-varying discontinuous coe�cient matrices seems not to be
available. One aim of this dissertation is therefore to develop a solu-
tion framework for time-varying DAEs with discontinuous coe�cients
and to establish a starting point for future research on, e.g., switched
DAEs.

1.1 Distributional solutions

If only classical solutions (i.e. di↵erential functions) of DAEs are con-
sidered, then many interesting and important properties of DAEs (e.g.
inconsistent initial values, impulsive solutions, impulse-controllability
and -observability) can not be studied even in the constant coe�cient
case. There are basically two well known approaches too enlarge the
solution space: 1) Considering solutions where only certain compon-
ents are di↵erentiable, this leads to so called properly stated leading
term introduced in [BM02], and 2) the possible solution space for DAEs
is enlarged to allow for so called generalized functions or distributions
[VLK81, Cam82]. The latter approach has the advantage that the un-
derlying solution space does not depend on the considered DAE and is
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1. Introduction

therefore conceptionally easier. Furthermore, the first approach alone
cannot be used to study impulse-related questions.

The disadvantage of a distributional solution space is that distribu-
tions are not functions anymore, so that for example an evaluation at a
certain time is in general not possible, in particular, initial value prob-
lems cannot be formulated directly. In fact, the space of distributions is
for practical purposes too large, in most situations it is enough that the
Dirac impulse (�-function) and its derivatives are allowed as solutions.
Therefore, Cobb [Cob84] introduced the smaller space of piecewise-
continuous distributions, for which it is possible to define a restriction
of a distribution which he used to formulate initial value problems and
to define the impulsive part of a distribution. However, the derivat-
ives of a piecewise-continuous distributions are no longer piecewise-
continuous so that the problems of a distributional approach are only
solved partially. Another approach is the solution space of impulsive-
smooth distributions as introduced in [RR96b] which had its origins in
[HS83], this space consists of distributions which are smooth functions
on R \ {0} and which can have Dirac impulses and its derivatives at
zero. In this setup initial value problems are firstly reformulated as ini-
tial trajectory problems and, secondly, the inhomogeneity is changed
such that the initial trajectory becomes consistent. A disadvantage
of the space of impulsive-smooth distributions is that Dirac-impulses
can only occur at zero, because a general distributional solution theory
should allow for arbitrarily many Dirac-impulses at arbitrary times.

There seems to be no literature on DAEs with non-continuous coe�-
cients in combination with distributional solutions. In fact, this is not
surprising because for distributions only a multiplication with smooth
functions is well defined. However, switched DAEs can also be written
as DAEs which should only be valid on certain intervals, which by-
passes the need to multiply with discontinuous functions. Initial value
problems (in particular with inconsistent initial values) can also be seen
as a DAEs which should be valid only on the interval [t

0

,1).
This motivates studying restrictions of distributions. Surprisingly,

defining a restriction for distributions turns out to be di�cult, in fact,
it can be shown that it is not possible to define a restriction for distri-
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butions in general (Theorem 2.2.2). Therefore, the space of piecewise-
regular distributions is defined on which a restriction can be defined.
As a consequence, it is then also possible to define the multiplication
with a certain class of non-continuous functions. However, it is still
not possible to study switched DAEs because, as with the approach in
[Cob84], the derivative of an arbitrary piecewise-regular distribution is
not always piecewise-regular.

This leads to the definition of the space of piecewise-smooth dis-
tributions which combines the advantages of the space of piecewise-
continuous distributions (Dirac impulses can be everywhere) and the
space of impulsive-smooth distributions (closed under di↵erentiation).

The piecewise-smooth distributional framework can then be applied
to switched DAEs (i.e. DAEs with piecewise-constant coe�cient matri-
ces), see Section 4 where, as an application of the distributional solution
theory, conditions are formulated which ensure that the solutions of the
switched DAEs do not exhibit impulsive behaviour. To illustrate the
relevance of the proposed framework a “real world” electrical circuit
is studied in detail with respect to its ability to generate impulses in
response to switches or component failures. Another application of the
proposed framework is the stability analysis of switched DAEs.

1.2 Distributional DAEs and multiplication of
distributions

For the analysis of classical DAEs (i.e. with constant coe�cients) equi-
valence transformations play an important role. For example, mul-
tiplying a DAE from the left with an invertible matrix does not change
its solutions but it might reveal special structural properties of the
DAE, the same is true for a coordinate transformation. Hence many
properties of the classical DAE Eẋ = Ax + f can also be obtained by
studying the “equivalent” DAE SET ẋ = SATx + Sf , where S, T are
invertible matrices. An example for this is the Kronecker normal form
[Kro90, Gan59] or, for regular matrix pairs, the Weierstraß normal form
[Wei68, Gan59].

If time-varying coe�cient matrices are considered it is natural to also
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consider time-varying transformation matrices, hence the matrix pair
(E,A) is transformed to the matrix pair (SET, SAT � SET 0), where
T 0 is the time-derivative of the time-varying coordinate transformation.
If T is piecewise-smooth (as the matrices E and A) then T 0 will only
be well defined in a distributional sense. Hence if all transformation
matrices S, T are allowed which have the same type as the coe�cient
matrices (i.e. matrices of piecewise-smooth functions) then the occur-
rence of T 0 implies that in the coe�cient matrices of DAEs also Dirac
impulses must be allowed.

This leads to the problem that a multiplication of the Dirac im-
pulse with a (piecewise-smooth) distribution must be defined. How-
ever, it is well known that it is not possible to define a multiplication
of distributions in general and even for the simple product of the Dirac
impulse with itself there has been a considerable dispute in the liter-
ature, whether the square of the Dirac impulse is well defined or not
(see Remark 2.4.5). Furthermore, allowing Dirac impulses in the coef-
ficient matrices of a DAE implies inductively with the same argument
as above that all derivatives of the Dirac impulse must be allowed in
the coe�cient matrices as well.

In summary: if one wants to study “natural” transformation of time-
varying DAEs with piecewise-smooth entries, then it is necessary to
enlarge the system class to encompass also coe�cient matrices whose
entries are piecewise-smooth distributions and to define a multiplica-
tion for piecewise-smooth distribution.

In fact, defining a suitable multiplication is possible, although there
are two ways to define the multiplication, one way yields “causal”
DAEs, the other one yields “anticausal” DAEs. The causal multiplica-
tion is called Fuchssteiner multiplication because Fuchssteiner studied
a very similar multiplication for distributions [Fuc68, Fuc84].

Therefore, the class of distributional DAEs Eẋ = Ax + f , where the
coe�cient matrix entries, the inhomogeneities and the solutions are
piecewise-smooth distributions are well defined and can be studied.

The existence of Dirac impulses in the coe�cient matrices can also
be motivated by so-called impulsive systems (see e.g. [LBS89]) which
can be rewritten in closed form as ẋ = Ax, where A has Dirac impulses
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at the jump-times of the state.

1.3 Regularity of distributional DAEs

As a first application of the piecewise-smooth distributional framework,
the well known concept of regularity for classical DAEs is generalized
to to distributional DAEs in Section 3. Roughly speaking, a distribu-
tional DAE is called regular if, and only if, existence and uniqueness
of solutions are guaranteed for arbitrary initial values and inhomogen-
eities. Su�cient and necessary conditions for regularity are given. For
two special DAEs, so called distributional ODEs and pure distribu-
tional DAEs, explicit solution formulae are developed. Furthermore, a
generalized Weierstraß normal form is proposed.

A direct consequence is that the regularity of time-varying DAEs
with analytical coe�cient matrices in the sense of analytical solvabil-
ity [CP83] implies regularity of the corresponding distributional DAE
(Corollary 3.5.4).

The regularity for distributional DAEs implies, by Theorem 3.2.5,
regularity for time-varying DAEs as in [RR96a, Defn. 3.1], but it is
not clear how regularity relates to the concept of complete regularity
[RR96a, Defn. 3.4]. Furthermore, (complete) regularity in the sense of
[RR96a] does not imply uniqueness of solutions, see Example 3.2.7.

1.4 Controllability and observability

For DAEs the controllability definition split into two independent defin-
itions: R-controllability and impulse-controllability; the same is true
for the definition of observability (see e.g. [Dai89]). These definitions
are somewhat mysterious (in particular the impulse-controllability and
-observability definitions), because no proper distributional framework
is proposed. In Section 5 jump-controllability, impulse-controllability,
jump-observability and impulse-controllability are defined in such a way
that 1) the definition incorporate the time-varying nature of the DAE,
2) jump- and impulse-controllability as well as jump- and impulse-
observability are defined such that they are in some sense complement-
ary, 3) for classical DAEs the definitions are equivalent to the classical
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definitions.
Finally, for a pure DAE with constant coe�cients a new normal form

is proposed which separates the state into four substates which are
impulse-controllable and impulse-observable, impulse-observable but
not impulse-controllable, impulse-controllable but not impulse-observ-
able, neither impulse-controllable nor impulse-observable. The normal
form is also used to construct a control input such that an impulse-
controllable DAE does not have an impulsive solution, for an impulse-
observable DAE it is shown how the impulses in the solution can be
determined by the output.

1.5 Previously published results and joint work

The following parts of this dissertation are already published or sub-
mitted for publication. Parts of Sections 3.3.1 and 3.4 are published in
[Tre08a] (without proofs). The submitted manuscript [Tre08b] contains
parts of Sections 2, 3.1, 3.2 and 3.5. The results of Sections 4.2.2 and
4.2.3 are submitted for publication [Tre09a]. The normal from from
Section 5.3 is published in [Tre09b].

The Quasi-Weierstraß form in Section 4.2.1 stems from a joined work
with Thomas Berger and Achim Ilchmann (both Ilmenau University of
Technology) which is submitted for publication [BIT09]. The stability
results for switched systems in Section 4.3 were obtained in coopera-
tion with Daniel Liberzon (University of Illinois at Urbana-Champaign)
and are accepted for publication [LT09]. The example of a dual re-
dundant buck converter in Section 4.2.4 was provided by Alejandro D.
Domı́nguez-Garćıa (University of Illinois at Urbana-Champaign).

1.6 Basic notational conventions

The real numbers, complex number, natural numbers and integers are
denoted by R, C, N, Z, respectively. Positive numbers and non-negative
numbers are denoted by the indices >0

or �0

, in particular Z�0

= N.
The subset-relation is denoted by ✓ while the proper subset-relation

is ⇢. For some set M ✓ R the indicator function M : R ! {0, 1} is
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given by M (t) = 1 if, and only if, t 2 M .
For some vectors v

1

, v
2

, . . . , vm 2 Rn denote the matrix consisting of
this vectors as columns as [v

1

, v
2

, . . . , vm] 2 Rn⇥m, the matrix consist-
ing of these vectors as rows is denoted by [v

1

/v
2

/ · · · /vm] 2 Rm⇥n. A
matrix N 2 Rn⇥n is called nilpotent if, and only if, N⌫ = 0 for some
⌫ 2 N.

For some matrix M 2 Rm⇥n and set M ✓ Rn the image of M
under M is MM := { Mx | x 2M } and for M ✓ Rm the preimage
of M under M is M�1

M := { x 2 Rn
| Mx 2M }. In particular,

kerM := M�1

{0} denotes the kernel of M and im M := MRn is the
image of M . The direct sum of two linear subspaces is denoted by �.

It is assumed, that the real numbers are equipped with the Lebesgue
measure and that integrals are Lebesgue integrals.
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2 Distribution theory

2.1 Review of classical distribution theory

Definition 2.1.1 (Test functions)

Let

C

1 := C

1(R ! R)
:= { f : R ! R | f is arbitrarily often di↵erentiable }

be the space of smooth functions. The support of f 2 C1 is given by

supp f := cl { x 2 R | f(x) 6= 0 } ,

where cl M is the closure of the set M 2 R. The space of test functions
is defined by

C

1
0

:= C

1
0

(R ! R) := { ' 2 C1 | supp ' is bounded } ,

i.e. C1
0

is the space of smooth functions with bounded support. 2

It can be shown that the space of test functions C1
0

is a topological
space (see e.g. [Jan71, §12] or [Wer02, VIII.1.Bsp.(f)]). In the following
it is assumed that C1

0

is equipped with the topology given in [Jan71,
§12].

Lemma 2.1.2 ([Jan71, Sätze 12.7 and 14.2])

A linear operator L : C1
0

! R is continuous if, and only if, L('n) ! 0
as n !1 for all sequences ('n)n2N 2 (C1

0

)N with

(i) 9 compact K ✓ R 8n 2 N : supp'n ✓ K, and

(ii) 8 i 2 N : '(i)
n ! 0 uniformly as n !1. 2

Definition 2.1.3 (Distributions)

The space of distributions is given by

D := { D : C1
0

! R | D is linear and continuous } . 2

21



2. Distribution theory

Note that the space of test functions is often denoted by D and the
space of distribution is then defined as the dual space of D and is
therefore denoted by D

0. However, nearly all statements in this work
are made on distributions and the space of distributions plays a much
more important role than the space of test functions. In particular,
many times the space of distribution will have sub- and super-indices
and it will improve readability to have a single letter for the space of
distributions, therefore instead of D0 the notation D is used.

Definition 2.1.4 (Regular distributions)

Let

L
1,loc

:= L
1,loc

(R ! R) := { f : R ! R | f is locally integrable }

be the space of locally integrable functions, i.e. the space of all meas-
urable functions f : R ! R for which the integral

R

K
|f | is finite for all

compact sets K ✓ R. The regular distribution induced by f 2 L
1,loc

is

fD : C1
0

! R, ' 7!

Z

R
'f.

The space of regular distributions is given by

D
reg

:= { fD | f 2 L
1,loc

} . 2

Proposition 2.1.5 ([Jan71, Sätze 15.1 and 15.3])

D
reg

⇢ D

and

8 f, g 2 L
1,loc

: [ fD = gD , f = g almost everywhere ] . 2

Definition 2.1.6 (Distributional derivative)

For D 2 D let
dD
dt : D ! D, D 7!

�

' 7! �D('0)
�

22



S. Trenn: Distributional DAEs

be the distributional derivative of D. The following notations for the
derivative of D are also used:

D0 := Ḋ := dD
dt D. 2

Proposition 2.1.7 ([Jan71, Satz 19.1])

The distributional derivative is well defined, i.e. D0
2 D for all distri-

butions D 2 D, and it is a generalization of the classical derivative, i.e.
for all di↵erentiable functions f : R ! R it holds that

(f 0)D = (fD)0. 2

A consequence of this proposition is that distributions can arbitrarily
often be di↵erentiated, for higher derivatives the following notation is
used:

(dD
dt )n+1D := D(n+1) := (D(n))0, where D(0) := D, n 2 N and D 2 D.

Proposition 2.1.8 (Sequences of distributions, [Jan71, 28.3, 28.1])

Let (Dn) 2 DN be a sequence of distributions such that for all ' 2 C1
0

the sequence
�

Dn(')
�

2 RN converges. Then D := ' 7! limn!1Dn(')
is a distribution and (Dn) converges to D in the sense:

Dn ! D as n !1 :, 8' 2 C1
0

: lim
n!1

Dn(') = D(').

Furthermore,

Dn ! D as n !1 ) D0
n ! D0 as n !1. 2

From a functional analysis viewpoint the above convergence is the
well known weak⇤ convergence.

Definition 2.1.9 (Multiplication with smooth functions)

Let ↵ 2 C1 and D 2 D, then the multiplication ↵D is defined by

↵D : C1
0

! R, ' 7! D(↵'). 2
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2. Distribution theory

Proposition 2.1.10 (Multiplication with smooth functions)

Let ↵ 2 C1 and D 2 D, then

↵D 2 D

and the multiplication is a generalization of the standard multiplication,
i.e.

↵fD = (↵f)D for all f 2 L
1,loc

.

Furthermore,
(↵D)0 = ↵0D + ↵D0

2

Proof. The first two assertions are shown in [Jan71, Satz 18.1]. The
product rule of the di↵erentiation follows from the definition:

8' 2 C1
0

: (↵D)0(') = �(↵D)('0) = D(�↵'0) = D
�

↵0'� (↵')0
�

= D(↵0') + D0(↵') = ↵0D(') + ↵D0(') qed

Definition 2.1.11 (Support of a distribution)

The support of a distribution D 2 D is defined by

supp D := R
-

[

(

O ✓ R
�

�

�

�

�

O open and 8' 2 C1
0

:
supp ' ✓ O ) D(') = 0

)

,

i.e. the support is the complement of the largest open set on which D
vanishes. The set of all distributions with support in some M ✓ R is

DM := { D 2 D | supp D ✓ M } . 2

Proposition 2.1.12 (Properties of Dirac impulses, [Jan71, §15])

The Dirac impulse at t 2 R given by

�t : C1
0

! R, ' 7! �t(') := '(t)
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S. Trenn: Distributional DAEs

is a distribution which is not regular. The support of �t and of all its
derivatives is {t}, i.e.

8n 2 N 8t 2 R : �(n)

t 2 D{t}.

The Dirac impulse is the distributional derivative of the so called Hea-
viside function

[0,1)

, i.e.

8t 2 R : �t = dD
dt (

[t,1)

)D.

For every distribution D with point support , i.e. 9t 2 R : suppD ✓ {t},
there exists N 2 N, a

0

, a
1

, . . . , aN 2 R such that

D =
N
X

i=0

ai�
(i)
t .

2

Remark 2.1.13 (Product of smooth functions with Dirac impulses)

For ↵ 2 C

1 and t 2 R it follows inductively from Definition 2.1.6 and
Proposition 2.1.10 that for all n 2 N

↵�(n)

t =
n
X

i=0

(�1)i

✓

n

i

◆

↵(i)(t)�(n�i)
t .

In particular, ↵�(n)

t 2 D{t}. 2

Remark 2.1.14 (Linear independence of Dirac impulses)

The elements of the set
n

�(i)
t

�

�

�

t 2 R, i 2 N
o

are linearly independent
in the R vector space D. In particular, for a fixed t 2 R and for all
a
1

, . . . , an 2 R, n 2 N,

N
X

i=0

ai�
(i)
t = 0 , a

1

= a
2

= . . . = an = 0,

and for every finite or infinite set of distributions with pairwise disjoint
point support, only the trivial linear combination is the zero distribu-
tion. 2
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2. Distribution theory

Proposition 2.1.15 (Support of regular distributions)

8 f 2 L
1,loc

(R ! R) : [ supp fD has measure zero , fD = 0 ] ,

i.e. every non-trivial regular distribution has an essential support. 2

Proof. Let S = supp fD, then by definition T = R\S is an open set and
for all ' 2 C

1
0

with supp ' ✓ T it is fD(') = 0. Every open subset of
R can be written as a countable disjoint union of open intervals, hence
there exists li, ri 2 R, i 2 N, such that

T =
•
[

i2N
(li, ri).

Note that one runs into notational di�culties if T contains one or two
unbounded intervals. This can be fixed by just considering S[Z instead
of S.
Let ' 2 C1

0

; it will be shown, that fD(') = 0.
For a, b 2 R and % > 0 let %

[a,b] 2 C
1
0

be such that

%
[a,b](t) =

(

1, t 2 [a, b],
0, t /2 (a� %, b + %),

(2.1.1)

and 0  %
[a,b](t)  1 for all t 2 R (for details how to construct such

a function see e.g. [KR95, Satz 1.4]). For " > 0 choose "i > 0, i 2 N,
such that

"i < min
⇢

"

2i+2

,
ri � li

4

�

.

Let
'" := '

Y

i2N

⇣

�

"i

[li+"i,ri�"i]

⌘

,

then it follows that '" 2 C
1
0

and

supp ('� '") ✓ T.
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Hence fD(' � '") = 0, or, equivalently, fD(') = fD('"). Note further
that

supp '" ✓ S
.
[ T",

where
T" =

[

i2N
(li, li + 2"i) [ (ri � 2"i, ri).

This, together with
�

�'"(t)
�

�



�

�'(t)
�

�, yields

�

�fD(')
�

� =
�

�fD('")
�

�



Z

R
|'"||f | =

Z

S

|'"||f |+
Z

T"

|'"||f |+
Z

T\T"

|'"||f |

(⇤)
=
Z

T"

|'"||f |  k'k1

Z

T"

|f |,

where the equality (⇤) follows from the two facts that S has measure
zero and that '" is zero on T\T". The Lebesgue measure �(T") of T" is

�(T") =
X

i2N
4"i <

X

i2N

"

2i
= ",

hence
R

T"
|f | tends to zero if " tends to zero. Therefore, fD(') = 0 and

since ' was arbitrarily chosen it follows that fD = 0. qed

Proposition 2.1.16 ([KR95, Folg. 3.24])

Let D 2 DM for some M ✓ R and let ' 2 C

1
0

with '(i)(t) = 0 for all
t 2 M and all i 2 N. Then D(') = 0. 2

Note that in Proposition 2.1.16 it is not assumed that supp' \
supp D = ;.

Corollary 2.1.17 (Zero product)

Let D 2 DM for some measurable M ✓ R and let ↵ 2 C

1 with
↵(i)(t) = 0 for all t 2 M and all i 2 N. Then ↵D = 0. 2

Proof. For all ' 2 C

1
0

it is (↵')(i)(t) = 0 for all t 2 M and all i 2 N.
Hence, by Proposition 2.1.16, (↵D)(') = D(↵') = 0 qed
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2. Distribution theory

Proposition 2.1.18 (Distributional antiderivative, [Jan71, 22.4])

For every distribution D 2 D there exists a distributional antiderivat-
ive H 2 D of D, i.e. H 0 = D. For two distributional antiderivatives
H

1

, H
2

2 D of D there exists a constant c 2 R, such that H
1

�H
2

= c D,
i.e. a distributional antiderivative is unique modulo a constant. 2

2.2 Piecewise-regular distributions

2.2.1 Restrictions of distributions

The aim of this subsection is to define a distributional restriction in the
following sense. In general, a distributional restriction is a mapping

{ M ✓ R | M measurable }⇥ D ! D, (M,D) 7! DM , (2.2.1)

i.e. the restriction should be defined again on the whole space of test
function (and not only the subspace of test functions whose support
is contained in M ✓ R). Furthermore, the distributional restriction
should fulfill the following properties:

(R1) The distributional restriction (2.2.1) fulfills DM ✓ D
cl M for all

D 2 D, M ✓ R and is for each fixed M ✓ R a projection, i.e.
D 7! DM is linear and idempotent.

(R2) For f 2 L
1,loc

and measurable M ✓ R let fM := Mf , then the
distributional restriction (2.2.1) fulfills

(fM )D = (fD)M ,

i.e. it is a generalization of restrictions of functions.

(R3) The restriction property of (2.2.1) for trivial cases is fulfilled, i.e.
for all test functions ' 2 C1

0

, distributions D 2 D and measurable
sets M ✓ R the following two implications hold

supp ' ✓ M ) DM (') = D(')

and
supp ' \M = ; ) DM (') = 0.
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(R4) For any family of pairwise disjoint measurable sets (Mi)i2N with
M :=

S

i2N Mi and any D 2 D the restriction (2.2.1) fulfills

DM =
X

i2N
DMi ,

in particular,
DM1[M2 = DM1 + DM2 .

Furthermore, for any disjoint sets M
1

, M
2

✓ R the restriction
fulfills

(DM1)M2
= 0.

Remark 2.2.1 (Support of a restriction)

One might wonder why it is assumed in (R1) that suppDM ✓ cl M and
not suppDM ✓ M for some M ✓ R. The reason is that the support
of a distribution is always a closed set, so one cannot expect that the
support of a restriction to an open set will be contained within this
open set. However, the second property of (R4) ensures that nothing
“essential” will remain on the boundary of M . As an example consider
the distribution �

0

+ D, i.e. the sum of the Dirac impulse at zero with
one, then a restriction to the open interval (0, 1) is (

(0,1))D whose
support is [0, 1], however, (R4) with M

1

= (0, 1) and M
2

= {0} ensures
that the restriction does not contain a distribution with point support
at zero. 2

Theorem 2.2.2 (Distributional restriction impossible)

A distributional restriction (2.2.1) cannot fulfill (R1)-(R4) simultan-
eously. 2

For the proof a specific distribution will be used as a counter example,
the existence of this distribution will be established first in the following
lemma.
Lemma 2.2.3 (“Bad” distribution)

Let (dn)n2N 2 RN be given by dn := (�1)

n

n+1

and let

D : C1
0

! R, ' 7!
1
X

i=0

dn'(dn).
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2. Distribution theory

Then D 2 D. 2

Proof. By the mean value theorem there exists some sequence (⇠n)n2N
2 RN such that

8n 2 N : '(dn) = '(0) + dn'0(⇠n).

Then
X

n2N
dn'(dn) = '(0)

X

n2N
dn +

X

n2N
dn

2'0(⇠n).

By Leibniz’ alternating series test,
P

n2N dn exists in R. Since '0 is
continuous with compact support, it follows that

�

�

�

�

�

X

n2N
dn

2'0(⇠n)

�

�

�

�

�

 sup
⇠2R

|'0(⇠)|
X

n2N
dn

2 < 1,

which shows that D(') is well defined.
Invoking Proposition 2.1.8 yields that D is a distribution. qed

Proof (of Theorem 2.2.2). Consider D 2 D from Lemma 2.2.3. It will
be shown, that a restriction to (0,1) is not possible.
First observe that D can be rewritten as

D =
X

n2N
dn�dn .

Condition (R4) enforces that D
(0,1)

must be the sum of all Dirac im-
pulses with support in (0,1), i.e.

D
(0,1)

=
X

k2N
d
2k�d2k .

But now D
(0,1)

is not a distribution any more, because if one considers
a test function ' with the property '(t) = 1 for all t 2 [0, 1], then

D
(0,1)

(') =
X

k2N

1
2k + 1

= 1.
qed
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Instead of trying to define restrictions for all distributions one can
try to define an appropriate subspace of D for which a definition of
a restriction with the desired properties is possible. For example, an
obvious subspace for which the distributional restriction is well defined
is the space of regular distribution (just take (R2) as the definition),
but, of course, this would not be satisfactory, because the restriction
would not be defined for any “real” distribution.

Definition 2.2.4 (Piecewise-regular distributions)

A set T ✓ R is called locally finite if, and only if, for all compact
sets K ✓ R the set K \ T is finite. The space of piecewise-regular
distributions is defined as

D
pwreg

:=

(

fD +
X

t2T

Dt

�

�

�

�

�

f 2 L
1,loc

, T ⇢ R locally finite,
8 t 2 T : Dt 2 D{t}

)

.
2

Proposition 2.2.5 (Proper subset)

D
pwreg

⇢ D. 2

Proof. From Proposition 2.1.8 it follows that D
pwreg

✓ D. To show that
D

pwreg

6= D it su�ces to define a distribution which is not in D
pwreg

.
This was already done in Lemma 2.2.3. qed

Proposition 2.2.6 (Unique representation)

Let D 2 D
pwreg

and assume there exist two locally finite sets S, T ✓

R, two sets of distributions with point support
�

DS
s 2 D{s}

�

� s 2 S
 

and
�

DT
t 2 D{t}

�

� t 2 T
 

, and two locally integrable functions f, g 2
L

1,loc

with
fD +

X

t2T

DT
t = D = gD +

X

s2S

DS
s .

Then
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2. Distribution theory

(i) f = g almost everywhere,

(ii) 8⌧ 2 S \ T : DS
⌧ = DT

⌧ ,

(iii) 8s 2 S\T : DS
s = 0, and 8t 2 T\S : DT

t = 0.

In other words, a piecewise-regular distribution has a “unique” repres-
entation. 2

Proof. From
fD � gD =

X

s2S

DS
s �

X

t2T

DT
t

it follows that the support of the regular distribution fD � gD is con-
tained in the countable set S [ T . Hence Proposition 2.1.15 yields
fD � gD = 0, which, together with Proposition 2.1.5, shows f = g al-
most everywhere.
Let ⌧ 2 S\T . Seeking a contradiction assume DS

⌧ (') 6= DT
⌧ (') for some

' 2 C1
0

. Choose " > 0 so small that (⌧�3", ⌧ +3")\(S[T ) = {⌧} and
let '" := ' "

[⌧�",⌧+"], where "
[⌧�",⌧+"] is chosen as is in (2.1.1). Then

supp ('�'") ✓ R\(⌧ � ", ⌧ + "), hence DS
⌧ ('�'") = 0 = DT

⌧ ('�'")
and therefore DS

⌧ ('") 6= DT
⌧ ('"). Observe that

X

s2S

DS
s �

X

t2T

DT
t = fD � gD = 0,

which gives the contradiction
X

s2S

DS
s ('") = DS

⌧ ('") 6= DT
⌧ ('") =

X

s2T

DT
s ('").

Finally, let s 2 S\T and assume DS
s (') 6= 0 for some ' 2 C1

0

. Defining
'" as above such that supp'" \ (S [ T ) = {s} and DS

s (') = DS
s ('"),

this yields the contradiction

0 6= DS
s ('") =

X

s2S

DS
s ('") =

X

t2T

DT
t ('") = 0.

For t 2 T\S the argument is analogous and omitted. qed
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Definition 2.2.7 (Restriction of piecewise-regular distributions)

For D = fD+
P

t2T Dt 2 D
pwreg

and measurable M ✓ R, the restriction
of D on M is defined by

DM := (fM )D +
X

t2T

M (t)Dt.
2

Proposition 2.2.8 (Restriction well defined)

The restriction

{ M ✓ R | M measurable }⇥ D
pwreg

! D
pwreg

, (M,D) 7! DM

as in Definition 2.2.7 is well defined and fulfills properties (R1)-(R4) for
piecewise-regular distributions, i.e. replace D in (R1)-(R4) by D

pwreg

.2

Proof. Proposition 2.2.6 shows that DM does not depend on the specific
representation, hence it remains to show that (R1)-(R4) hold.

(R1) Since for every locally integrable f 2 L
1,loc

the restriction fM to
some measurable set M ✓ R is again a locally integrable function,
(fM )D is well defined and is a (regular) distribution with support
supp (fM )D ✓ cl M .

To show that
P

t2T M (t)Dt is a distribution, observe first that
for every ' the sum

�

P

t2T M (t)Dt

�

(') is actually a finite sum
and is therefore well defined. Now Proposition 2.1.8 ensures that
DM is a distribution.

Clearly, supp
P

t2T M (t)Dt ✓ M . Altogether this shows DM 2

D
cl M . Linearity and idempotence follows directly from the defin-

ition.

(R2) This property is fulfilled by definition.

(R3) The first implication follows easily from the definition. If supp'\
M = ;, then '(i)(t) = 0 for all t 2 clM and all i 2 N. Hence
Proposition 2.1.16 yields DM (') = 0.
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(R4) This property follows directly from the definition and from the
fact that fM =

P

i2N fMi for any family of pairwise disjoint sets
(Mi)i2N and M =

S

i2N Mi and for all functions f : R ! R (in
particular for f = ). qed

Definition 2.2.9 (Impulsive and regular part)

For t 2 R and D 2 D
pwreg

with representation D = fD +
P

t2T Dt let

D[t] := D{t} =

(

Dt, t 2 T,

0, t /2 T.

be the impulsive part of D at t. The impulsive part of D 2 D
pwreg

is
defined by

D[·] :=
X

t2R
D[t] =

X

t2T

Dt

The regular part of D 2 D
pwreg

is any function Dreg

2 L
1,loc

such that

D
reg

:= Dreg

D = D �D[·] = fD.

A piecewise-regular distribution D 2 D
pwreg

is called impulse free if,
and only if, D[·] = 0 or, equivalently, D = D

reg

. 2

The following proposition shows the relationship between the restric-
tion to an open interval and the “restriction” to test functions with
support in this open set.
Proposition 2.2.10 (Restriction to open interval)

Let (a, b) ✓ R be an open interval and let F,G 2 D
pwreg

. Then the
following equivalence holds:

F
(a,b) = G

(a,b) , 8' 2 C1
0

with supp ' ✓ (a, b) : F (') = G(').
2

Proof. Necessity follows from property (R3) of the restriction. To prove
su�ciency, let H := F �G, then it remains to show that H

(a,b) = 0 or
equivalently H

(a,b)(') = 0 for all ' 2 C1
0

. Note that, by assumption,

8' 2 C1
0

: supp' ✓ (a, b) ) H(') = H
(a,b)(') = 0.
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Consider an arbitrary ' 2 C

1
0

. For " > 0 choose '"
l , '

"
a, '"

m, '"
b, '

"
r 2

C

1
0

such that

• ' = '"
l + '"

a + '"
m + '"

b + '"
r,

• supp '"
l ✓ (�1, a), hence H

(a,b)('"
l ) = 0,

• supp '"
a ✓ (�" + a, a + ") and k'"

ak1  k'k1,

• supp '"
m ✓ (a, b), hence H

(a,b)('"
m) = 0,

• supp '"
b ✓ (�" + b, b + ") and k'"

bk1  k'k1,

• supp '"
r ✓ (b,1), hence H

(a,b)('"
r) = 0.

Then H
(a,b)(') = H

(a,b)('"
a) + H

(a,b)('"
b). Let " > 0 so small that

there are no impulsive parts of H
(a,b) in (a, a+") and (�"+b, b). Then

H
(a,b)(') = (H

reg

)
(a,b)('"

a) + (H
reg

)
(a,b)('"

b) and

�

�H
(a,b)(')

�

�



Z a+"

a

|Hreg

| |'"
a|+

Z b

�"+b

|Hreg

| |'"
b|

 k'k1

 

Z a+"

a

|Hreg

|+
Z b

�"+b

|Hreg

|

!

.

Since Hreg is locally integrable the right hand tends to zero for " ! 0.
This shows that H

(a,b)(') = 0. qed

Note that the assertion of Proposition 2.2.10 is in general not true
for non-open intervals as is shown in the following example.

Example 2.2.11 (Restriction to non-open intervals)

Consider the interval [0, 1) together with F = �
0

and G = 0, then
F (') = G(') for all ' 2 C1

0

with supp ' ✓ [0, 1) (because this implies
'(0) = 0), but F

[0,1) = �
0

6= 0 = G
[0,1). 2
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2.2.2 Multiplication with piecewise-smooth functions

Definition 2.2.12 (Piecewise-smooth functions)

The space of piecewise-smooth functions is defined by

C

1
pw

:=

8

>

<

>

:

↵ =
X

i2Z
[ti,ti+1)↵i

�

�

�

�

�

�

�

(↵i)i2Z 2 (C1)Z,

{ ti 2 R | i 2 Z } locally finite
with ti < ti+1

, i 2 Z

9

>

=

>

;

.

2

Note that C1
pw

✓ L
1,loc

.

Remark 2.2.13 (Special properties of C

1
pw)

The space of piecewise-smooth functions has two special properties:

(i) Each “smooth piece” of the a piecewise-smooth function is part
of a globally smooth function, in particular, there exist func-
tions which are smooth on each interval [ti, ti+1

) for a locally
finite set { ti | i 2 Z }, but which are not piecewise-smooth in
the sense of Definition 2.2.12, consider for example the function
�

t 7!
p

|t|
�

(�1,0)
.

(ii) Definition 2.2.12 implies that each piecewise-smooth function is
continuous from the right, which seems to be of no significance
at this point. However, this leads to the following definition of
the multiplication of piecewise-smooth functions and piecewise-
regular distribution, where the restrictions of a piecewise-smooth
function are “transferred” to restrictions of a piecewise-regular
distribution, but for the latter there is an essential di↵erence
whether the restriction is D

[ti,ti+1) or D
(ti,ti+1]. This issue will

be discussed further in Section 2.4, see also Remark 2.2.16. 2

Definition 2.2.14 (Multiplication with piecewise-smooth functions)

The multiplication of a piecewise-regular distribution D 2 D
pwreg

with
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a piecewise-smooth function ↵ =
P

i2Z [ti,ti+1)↵i 2 C
1
pw

is defined by

↵D =

 

X

i2Z
↵i

[ti,ti+1)

!

D :=
X

i2Z
↵iD

[ti,ti+1).
2

Proposition 2.2.15 (Properties of multiplication)

The multiplication as in 2.2.14 is well defined and has the following
properties:

(i) 8↵ 2 C1
pw

8D 2 D
pwreg

: ↵D 2 D
pwreg

.

(ii) 8↵,� 2 C

1
pw

8F,G 2 D
pwreg

: ↵(�F ) = (↵�)F , (↵ + �)F =
↵F + �F , and ↵(F + G) = ↵F + ↵G. 2

Proof. Note that the representation ↵ =
P

i2N [ti,ti+1)↵i is not unique:
↵i may vary on R\[ti, ti+1

) without changing ↵ and one can add more
points to the set T = { ti | i 2 Z } without changing ↵. Nevertheless,
Corollary 2.1.17 ensures that the term ↵iD

[ti,ti+1) does not depend on
the values of ↵i outside the interval [ti, ti+1

): if one has another e↵i 2 C
1

with ↵i(t) = e↵i(t) for all t 2 [ti, ti+1

), then (↵i � e↵i)D
[ti,ti+1) = 0. If

T is not “minimal” (i.e. there are points in T at which ↵ is smooth),
then property (R4) of the restriction ensures that ↵D is not changed by
the additional points in T . Hence ↵D does not depend on the specific
representation ↵ =

P

i2N [ti,ti+1)↵i and is therefore well defined.
To show that ↵D 2 D

pwreg

, observe first that ↵D(') reduces to a
finite sum for all test functions ' 2 C1

0

, hence ↵D is a distribution by
Proposition 2.2.8 and Proposition 2.1.8. Finally,

↵D =
X

i2Z
↵iD

[ti,ti+1)

=
X

i2Z

0

@↵i(Dreg

)
[ti,ti+1) +

X

t2[ti,ti+1)

↵iDt

1

A

= (↵Dreg)D +
X

t2T

eDt
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2. Distribution theory

where, by Remark 2.1.13, eDt = ↵iDt 2 D{t} for i 2 Z such that
t 2 [ti, ti+1

). This yields ↵D 2 D
pwreg

.
The rest of the proposition follows easily from the definition. qed

Remark 2.2.16 (Restriction is more than multiplication)

The restriction of a piecewise-regular distribution D 2 D
pwreg

to an
interval of the special form M = [s, t) ✓ R can be expressed as a
multiplication with a piecewise-smooth function, i.e.

8 D 2 D
pwreg

8M = [s, t) : DM = MD.

However, restrictions to other subsets M ✓ R cannot be expressed
directly as multiplication with M because in general M /2 C1

pw

. Since

8 s 2 R : D{s} = D[s],

restriction to other intervals can be expressed as

D
(s,t) =

[s,t)D �D[s],
D

(s,t] =
[s,t)D �D[s] + D[t],

D
[s,t] =

[s,t)D + D[t],

where �1  s < t  1 and D[±1] := 0. 2

2.3 Piecewise-smooth distributions and its properties

Definition 2.3.1 (Piecewise-smooth distribution)

The space of piecewise-smooth distributions is

D
pwC1 :=

�

D 2 D
pwreg

�

�

9f 2 C1
pw

: D
reg

= fD
 

,

i.e. a piecewise-regular distribution is called piecewise-smooth if, and
only if, its regular part is induced by a piecewise-smooth function. 2

Obviously, D
pwC1 is a linear subspace of D

pwreg

. In the following
it will be assumed that the regular part Dreg

2 L
1,loc

of a piecewise-
smooth distribution D 2 D

pwC1 is a piecewise-smooth function, in
particular Dreg(t) is uniquely defined for every t 2 R.
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S. Trenn: Distributional DAEs

Remark 2.3.2 (Restriction of piecewise-smooth distribtutions)

Since, by definition, each piecewise-smooth distribution is piecewise-
regular, the distributional restriction as in Definition 2.2.7 is also well
defined for piecewise-smooth distributions and for all measurable sets
M ✓ R. However, a restriction of a piecewise-smooth function to an
interval which has not the form [s, t) (e.g. an open interval) is not
a piecewise-smooth function in the strict sense of Definition 2.2.12.
But since the corresponding regular distribution is invariant under
changes of the underlying function on a set of measure zero, the re-
striction of a piecewise-smooth distribution to any interval (and loc-
ally finite unions of intervals) will be a piecewise-smooth distribution
again. Nevertheless, a restriction to a general measurable set will not
always yield a piecewise-smooth distribution, consider for example the
set M =

S

n2N
⇥

1/(2n + 1), 1/2n
�

.

Definition 2.3.3 (Pointwise evaluation)

The left (right) sided evaluation of D 2 D
pwC1 at t 2 R is defined by

D(t�) := Dreg(t�) := lim
h!0

h>0

Dreg(t� h)

and
D(t+) := Dreg(t+) = Dreg(t).

The jump of D at t 2 R is defined as

�t{D} := D(t+)�D(t�). 2

Note that for every D 2 D
pwC1

D
reg

=
�

t 7! D(t�)
�

D =
�

t 7! D(t+)
�

D.

It is worth mentioning that for piecewise-regular distributions D 2

D
pwreg

a left or right sided evaluation is in general not possible because
L

1,loc

-functions are not necessarily left or right continuous.
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2. Distribution theory

Proposition 2.3.4 (Derivative of a piecewise-smooth distribution)

Let D 2 D
pwC1 with Dreg =

P

i2Z [ti,ti+1)fi for some locally finite set
T = { ti | i 2 Z } and some smooth fi 2 C

1, i 2 Z. Then

D0 =

 

X

i2Z
[ti,ti+1)fi

0

!

D

+
X

i2Z
�ti{D}�ti + D[·]0. (2.3.1)

In particular,

D 2 D
pwC1 ) D0

2 D
pwC1 . 2

Proof. By Proposition 2.1.10 it is, for every i 2 Z,

dD
dt

�

[ti,ti+1)fi

�

D = dD
dt

�

fi

�

[ti,ti+1)

�

D
�

= fi
0�

[ti,ti+1)

�

D + fi
dD
dt

�

[ti,1)

�

[ti+1,1)

�

D
= (

[ti,ti+1)fi
0)D + fi�ti � fi�ti+1

= (
[ti,ti+1)fi

0)D + fi(ti)�ti � fi(ti+1

)�ti+1 .

Now (2.3.1) follows from fi(ti)� fi�1

(ti) = �ti{D}. Finally, Proposi-
tion 2.1.12 implies that D[·]0 is again a sum of distributions with point
support, hence D0

2 D
pwC1 . qed

Corollary 2.3.5 (Restrictions and derivatives)

For all �1  s  t  1 and D 2 D
pwC1 ,

�

D
[s,t)

�0 = (D0)
[s,t) + D(s�)�s �D(t�)�t,

�

D
(s,t)

�0 = (D0)
(s,t) + D(s+)�s �D(t�)�t,

�

D
(s,t]

�0 = (D0)
(s,t] + D(s+)�s �D(t+)�t,

�

D
[s,t]

�0 = (D0)
[s,t] + D(s�)�s �D(t+)�t,

where �±1 = 0. 2

Proof. Let Dreg =
P

i2Z [ti,ti+1)fi for some fi 2 C
1, i 2 Z, and some

locally finite set { ti 2 R | i 2 Z }. Assume, without restriction, that
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s, t 2 { ti | i 2 Z }. From (2.3.1) follows

(D
[s,t))0 � (D0)

[s,t) =
X

i2Z
�ti{D[s,t)}�ti �

 

X

i2Z
�ti{D}�ti

!

[s,t)

= �t{D
[s,t)}�t �

�

�s{D}�s ��s{D
[s,t)}�s

�

= �D(t�)�t + D(s�)�s.

This shows the first formula. Since D[⌧ ]0 = D0[⌧ ]��⌧{D}�⌧ for all ⌧ 2
R the other three formulae follow easily by linearity of the di↵erential
operator and property (R4). qed

Proposition 2.3.6 (Unique distributional antiderivative)

For D 2 D
pwC1 and t

0

2 R there exists a unique distributional antide-
rivative

H =
Z

t0

D 2 D
pwC1

with H 0 = D and H(t
0

�) = 0. Furthermore, for any sequence (Dn) 2
(D

pwC1)N,
Z

t0

Dn !

Z

t0

D ) Dn ! D.
2

Proof. It follows from Proposition 2.1.18 that every distribution D 2

D has a distributional antiderivative and that all antiderivatives only
di↵er by a constant.
It is first shown, that every distributional antiderivative H of a piece-
wise-smooth distribution D = fD +

P

t2T Dt 2 D
pwC1 is a piecewise-

smooth distribution. Let g : R ! R be a antiderivative of f , then
g 2 C1

pw

. Every Dt 2 D{t} for a fixed t 2 T can, by Proposition 2.1.12,
be written as

Dt =
nt
X

i=0

ai
t�

(i)
t ,

where nt 2 N and a0

t , . . . , a
nt
t 2 R. Clearly, one antiderivative of Dt is

given by

a0

t

�

[t,1)

�

D +
nt
X

i=1

ai
t�

(i�1)

t .
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2. Distribution theory

Now let

h = g +
X

t2T

a0

t [t,1)

2 C

1
pw

and, for t 2 T ,

eDt =
nt
X

i=1

ai
t�

(i�1)

t 2 D{t},

then H
1

= hD +
P

t2T
eDt 2 D

pwC1 is a distributional antiderivative of
D. Since, by Proposition 2.1.18, all other antiderivatives only di↵er by
a constant, all antiderivatives of D are piecewise-smooth distributions.
Let

H = H
1

�H
1

(t
0

�) D,

then H fulfills H(t
0

�) = 0 and it is the only antiderivative with this
property.
The second assertion follows from Proposition 2.1.8 because dD

dt

R

t0
Dn =

Dn and dD
dt

R

t0
D = D qed

2.4 Multiplication of piecewise-smooth distributions

The aim of this section is to define a multiplication for piecewise-smooth
distributions. It is shown that there exists a whole family of multipli-
cations which generalize the multiplication of functions, are associative
and obey the di↵erentiation rule. However, only two are “time invari-
ant” and can be seen as a “causal” and “anticausal” multiplication.
Naturally, the multiplication for piecewise-smooth distributions should
generalize the already defined multiplication for piecewise-smooth func-
tions and piecewise-regular distributions as in Definition 2.2.14. This
reduces the choices to the causal multiplication.

In view of Remark 2.2.13, it now becomes clear that the choice
of piecewise-smooth functions being continuous from the right (which
made Definition 2.2.14 intuitive) yield that there is exactly one mean-
ingful multiplication for piecewise-smooth distributions.
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2.4.1 Uniqueness of multiplications on D
pwC1

The main ideas of this section stem from the work of Fuchssteiner
[Fuc68], see also [Fuc84], where so called almost bounded distributions
are studied. A distribution D 2 D is called almost bounded if, and
only if, there exists a continuous function g : R ! R and n 2 N
such that D =

�

dD
dt

�n
gD and, furthermore, for each k 2 N and each

finite interval T ✓ R there exists a finite set JT (k, g) ✓ T such that g
is k times uniformly continuously di↵erentiable on T \ JT (k, g). The
space of almost bounded distributions is neither a subset of the space
of piecewise-smooth distributions nor is it a superset. It is not a subset
because the sequence mk := |JT (k, g)| corresponding to some g : R ! R
can grow (locally) unbounded as k !1 which yields that the function
g is not a piecewise-smooth function as in Definition 2.2.12. It is not a
superset because the piecewise-smooth distribution

P

i2N �(i)
i is not a

finite derivative of a continuous function. However, the spaces are very
similar and the results for multiplications are identical.

Theorem 2.4.1 (Characterization of all multiplications on DpwC1)

There exists an algebra M : D
pwC1 ⇥ D

pwC1 ! D
pwC1 with

(M1) 8f, g 2 C1
pw

: M(fD, gD) = (fg)D, i.e. the multiplication of func-
tions is generalized,

(M2) 8F,G, H 2 D
pwC1 : M

�

M(F,G), H
�

= M

�

F,M(G, H)
�

, i.e.
the multiplication is associative,

(M3) 8F,G 2 D
pwC1 : M(F,G)0 = M(F 0, G) + M(F,G0), i.e. the

di↵erentiation rule for a multiplication is fulfilled.

Furthermore, for each algebra M fulfilling (M1)-(M3) there exists a set
MM ✓ R such that

8t 2 MM : M(
[t,1)D, �t) = �t,

8t 2 R \MM : M(
[t,1)D, �t) = 0,

(2.4.1)

and, for two algebras M
1

,M
2

which fulfill (M1)-(M3), the equality
of the sets MM1 = MM2 implies M

1

= M

2

, i.e. each multiplication
satisfying (M1)-(M3) is uniquely given by a set M ✓ R and (2.4.1). 2
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Proof. Step 1: All algebras with (M1)-(M3) fulfill (2.4.1)
Let M be an algebra fulfilling (M1)-(M3). First observe that 0 =
M(

[t,1)D,
(�1,t)D) for all t 2 R implies

0 = M(
[t,1)D,

(�1,t)D)0 = M(�t,
(�1,t)D) +M(

[t,1)D,��t),

hence
8t 2 R : M(

[t,1)D, �t) = M(�t,
(�1,t)D). (2.4.2)

From Proposition 2.1.10 it follows that, for all smooth ↵ 2 C

1 and
t 2 R,

M(↵D, �t) = M(↵D,
[t,1)D)0 �M(↵0D,

[t,1)D)

= (↵
[t,1)

)0D � (↵0
[t,1)

)D = ↵�t,

and, inductively for n 2 N,

M(↵D, �(n+1)

t ) = M(↵D, �(n)

t )0 �M(↵0D, �(n)

t ) = (↵�(n)

t )0 � ↵0�(n)

= ↵�(n+1)

t .

Altogether this yields

8↵ 2 C1 8D 2 D
pwC1 : M(↵D, D) = ↵D

and analogously M(D,↵D) = D↵ := ↵D.
(2.4.3)

For t 2 R let Ht := M(
[t,1)D, �t) = M(�t,

(�1,t)D) and idt := (s 7!
s� t) 2 C1, then idt�t = 0 and therefore, by (M2),

0 = M(idtD, Ht) = idtHt

Now [Jan71, Satz 33.3/4] shows that there exists at 2 R such that

Ht = at�t,

furthermore, by (M2),

Ht = M(
[t,1)D, Ht) = M(

[t,1)D, at�t) = atHt
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and it follows that at�t = a2

t �t, therefore only the two cases at = 1 or
at = 0 are possible, which shows (2.4.1).

Step 2: Existence and uniqueness is shown.
It will be shown that (M1)-(M3) together with (2.4.1) uniquely defines a
multiplication M. First observe that M(F,G) for some F,G 2 D

pwC1

can be reduced to a locally finite sum of the following products, s, t 2 R,
n, k 2 N, ↵,� 2 C1

pw

:

M(↵D, �D), M(↵D, �(n)

t ), M(�(k)

s , �D), M(�(k)

s , �(n)

t ).

The first product is uniquely defined by (M1) hence it remains to study
the other three products. Since each piecewise-smooth function ↵ 2

C

1
pw

can be written as ↵ =
P

i2Z ↵i
[ti,1)

for some locally finite set
{ ti 2 R | i 2 Z } and some smooth functions ↵i 2 C

1 and since (2.4.3)
holds, the second and third products can further be reduced to locally
finite sums of, s, t 2 R, k, n 2 N,

M(
[s,1)D, �(n)

t ),M(�(k)

s ,
[t,1)D).

Let s < t and choose a smooth function ↵s 2 C
1 such that supp↵s ✓

(�1, t) and ↵s(⌧) = 1 for all ⌧ in an neighbourhood of s, then ↵s�
(n)

s =
�(n)

s for all n 2 N. Furthermore,
[t,1)

↵s = 0, therefore, by (M2),

8s < t 8n 2 N : 0 = M

⇣

[t,1)D,M
�

(↵s)D, �(n)

s

�

⌘

= M

�

[t,1)D, �(n)

s ))

and, analogously,

8s < t 8n 2 N : 0 = M(�(n)

s ,
[t,1)D),

8s > t 8n 2 N : 0 = M(
(�1,t)D, �(n)

s ),

8s > t 8n 2 N : 0 = M(�(n)

s ,
(�1,t)D).

Since, for all s, t 2 R, n 2 N,

M(
[s,1)D, �(n)

t ) = M(( �

(�1,s))D, �(n)

t ) = �(n)

t �M(
(�1,s)D, �(n)

t )
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it also follows that

8s > t 8n 2 N : M(
[t,1)D, �(n)

s ) = �(n)

s ,

8s > t 8n 2 N : M(�(n)

s ,
[t,1)D) = �(n)

s ,

8s < t 8n 2 N : M(
(�1,t)D, �(n)

s ) = �(n)

s ,

8s < t 8n 2 N : M(�(n)

s ,
(�1,t)D) = �(n)

s .

For s 6= t choose ↵s, ↵t 2 C

1 such that s /2 supp ↵t, t /2 supp ↵s and
that ↵s,↵t are constantly one in a neighbourhood of s, t, respectively.
Then ↵s�

(k)

s = �(k)

s , ↵s�
(k)

t = 0, ↵t�
(k)

s = 0 and ↵t�
(k)

t = �(k)

t for all
n, k 2 N, this implies:

8s 6= t 8n, k 2 N : M(�(k)

s , �(n)

t ) = M(�(k)

s ↵s, ↵t�
(n)

t )

= M(�(k)

s ↵t, ↵s�
(n)

t ) = 0.

It remains to study the three products, t 2 R, n, k 2 N,

M(
[t,1)D, �(n)

t ), M(�(k)

t ,
[t,1)D), M(�(k)

t , �(n)

t ).

Consider first n = k = 0. The first product is uniquely given by
(2.4.1): M(�t,

[t,1)D) = at�t for a corresponding at 2 {0, 1}. The
second product follows from (2.4.2) and M(�t,

[t,1)D) = M(�t, ( �

(�1,t))D) = �t �M(
[t,1)D, �(n)

t ) = (1 � at)�t. From this it follows
by (M2) that

(1� at)M(�t, �t) = M

�

�t,M(
[t,1)D, �t)

�

= atM(�t, �t),

hence
M(�t, �t) = 0.

Inductively it follows that, for n, k 2 N:

M(
[t,1)D, �(n+1)

t ) = M(
[t,1)D, �(n)

t )0 �M(�t, �
(n)

t ) = at�
(n+1)

t

M(�(k+1)

t ,
[t,1)D) = M(�(k)

t ,
[t,1)D)0 �M(�(k)

t , �t) = (1� at)�
(k)

t ,
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and

(1� at)M(�(k+1)

t , �(n)) = M(�(k+1)

t ,M(
[t,1)D, �(n)

t )

= atM(�(k+1)

t , �(n)

t ),

which implies that M(�(k+1)

t , �(n)

t ) = 0. Analogously, it follows that
M(�(k)

t , �(n+1)

t ) = 0 and M(�(k+1)

t , �(n+1)

t ) = 0. This concludes the
proof. qed

Corollary 2.4.2 (Unique multiplication on DpwC1)

There exists a unique multiplication on D
pwC1 satisfying (M1)-(M3)

and

(M4) 8t 2 R :
[t,1)

�t = �t. 2

Remark 2.4.3 (Causal and anticausal multiplication)

Under the assumption that a multiplication satisfying (M1)-(M3) is
“time-invariant”, only two possibilities remain: the multiplications ei-
ther fulfills (M4) or

(M4’) 8t 2 R :
(�1,t)�t = �t.

The unique multiplication on D
pwC1 satisfying (M1)-(M4) might be

called causal Fuchssteiner multiplication and the one satisfying (M1)-
(M3) and (M4’) might be called anticausal Fuchssteiner multiplication.
The reason for using the term “causal” and “anticausal” is motivated by
observing the solution behaviour of the following simple distributional
ODE:

ẋ = ±�
0

x. (2.4.4)

Assume first that the causal Fuchssteiner multiplication is used in
(2.4.4) with a minus sign. It can be shown that all solutions within
D

pwC1 of (2.4.4) are given by

x = c
(�1,0)D, c 2 R.

Note that x
[0,1)

is identical zero, i.e. for initial value pairs (t
0

, x
0

)
with t

0

> 0 only for x
0

= 0 there exist solutions, all these solutions
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are uniquely determined in the “future” (t
0

,1) but not in the “past”
(�1, t

0

).
Applying the anticausal Fuchssteiner multiplication to (2.4.4) with a
plus sign, the situation is exactly the other way around: All solutions
are given by

x = c
[0,1)D, c 2 R

and the initial value pair (t
0

, 0) with t
0

< 0 determines the solution
uniquely in the past but not in the future. 2

Definition 2.4.4 (Fuchssteiner multiplication)

The (causal) Fuchssteiner multiplication is the unique multiplication
M : D

pwC1 ⇥ D
pwC1 ! D

pwC1 satisfying (M1)-(M4). For F,G 2

D
pwC1 let FG := M(F,G). 2

In the rest of the work only the causal Fuchssteiner multiplication
will be used, therefore the “causal” will be omitted.
Remark 2.4.5 (Square of Dirac impulse)

Let � := �
0

, then, as shown in the proof of Theorem 2.4.1,

�2 = 0.

It is interesting to compare the di↵erent approaches to define a multi-
plication for distributions in the literature with respect to the square
of the Dirac impulse: In [Wal94] it is claimed that it is impossible to
define this square1. A similar result is obtained in [Wal70, Thm. 3.9],
however, in the proof it is shown that the square of the Dirac impulse,
if it exists, must be zero which contradicts the assumptions made in
that paper. In [Mik66] the equation �2

�

1

⇡2

�

1

x

�

2 = �

1

⇡2
1

x2 is estab-
lished, where the left hand side is considered as a “single entity”, this
is motivated by quantum mechanics where �2 appears only in this con-
text. The square of the Dirac impulse is well defined in [Kön55], but
only in a generalized space of distributions and it is shown that �2 is
not a classical distribution. In [FLZ92] a commutative multiplication
for a subspace of distributions is defined and there the square of the
Dirac-impulse is zero. 2

1
[Wal94, 3.IV]: “Im besonderen ist es nicht möglich, das Quadrat der �-Funktion

�

2
zu bilden.”
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2.4.2 Properties of the Fuchssteiner multiplication

Proposition 2.4.6 (Properties of the Fuchssteiner multiplication)

The Fuchssteiner multiplication has the following properties, F,G 2

D
pwC1 , n 2 N:

(i) �tF = F (t�)�t and �(n)

t F =
Pn

i=0

(�1)i
�

n
i

�

F (i)(t�)�(n�i)
t ,

(ii) F �t = F (t+)�t and F �(n)

t =
Pn

i=0

(�1)i
�

n
i

�

F (i)(t+)�(n�i)
t ,

(iii) F [·]G[·] = 0,

(iv) in general, FG 6= GF ,

(v) supp (FG) ✓ supp F \ supp G.

Proof. (i) The equation �tF = F (t�)�t follows easily from (M4) to-
gether with (2.4.3) and an analogon of (2.4.2). The expression
for �(n)

t F follows by an inductive argument and (M3).

(ii) This follows analogous as above.

(iii) This is an immediate consequence from the above results because
F [·](t+) = 0 for all t 2 R.

(iv) Consider for example the product of
[0,1)D and �

0

:

[0,1)D�
0

= �
0

6= 0 = �
0

[0,1)D.

(v) This follows from

supp FG = supp
�

F regG
reg

+ F regG[·] + F [·]G
reg

+ F [·]G[·]
�

✓ (suppF
reg

\ supp G
reg

) [ (suppF
reg

\G[·])
[ (suppF [·] \ supp G

reg

) [ (suppF [·] \ supp G[·])
= (suppF

reg

[ supF [·]) \ (suppG
reg

[ supp G[·])
= suppF \ supp G. qed
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Remark 2.4.7 (Fuchssteiner multiplication is not “continuous”)

Note that the Fuchssteiner multiplication is not “continuous”, i.e., for
some sequences (Fn)n2N, (Gn)n2N within D

pwC1 and some F,G 2

D
pwC1 ,

Fn ! F ^ Gn ! G 6) FnGn ! FG.

As a simple example consider the sequence (��1/n)n2N which converges
to �

0

. However
[0,1)

��1/n = 0 6= �
0

=
[0,1)

�
0

. The reason is
that already the distributional restriction as in Definition 2.2.7 is not
“continuous” in the sense that the restriction of the limit of a sequence
need not to be same as limit of the sequence of restriction.
It may be an interesting research topic to define a di↵erent convergence
for distributions or, equivalently, a di↵erent space of test functions,
so that the space of “restrictable distributions” (i.e. distributions for
which a restriction with properties (R1)-(R4) is possible) can also be
understood as a dual space of some space of test functions. 2

Proposition 2.4.8 (Multiplication and restriction)

Let F,G 2 D
pwC1 and s, t 2 R[{±1} with s  t, then, for any " > 0,

(FG)
(s,t) = F

(s,t)G(s,t)

(FG)
[s,t) = F

[s,t)G[s,t) + F [s]G
(s�",s)

(FG)
(s,t] = F

(s,t]G(s,t] + F
(t,t+")G[t]

(FG)
[s,t] = F

[s,t]G[s,t] + F
(t,t+")G[t] + F [s]G

(s�",s)

2

Proof. Let M ✓ R be one of the four intervals with boundaries s and
t, then by linearity of the restriction

(FG)M = (F
reg

G
reg

)M + (F
reg

G[·])M + (F [·]G
reg

)M ,

First observe that (F
reg

G
reg

)M = (F
reg

)M (G
reg

)M . Furthermore,

(F
reg

G[·])M =((F
reg

)MG[·]M
�

M
+
�

(F
reg

)R\MG[·]M
�

M

+
�

F
reg

G[·]R\M )
�

M
,

where the term
�

(F
reg

)G[·]R\M )
�

M
is zero, because F

reg

G[·]R\M is a
distribution with zero regular part and whose support is a locally finite
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S. Trenn: Distributional DAEs

set contained in R\M , hence the restriction to M is zero by definition.
Since the support of (F

reg

)MG[·]M is a locally finite set and is con-
tained within M the outer restriction does not change it. Finally, the
support of (F

reg

)R\MG[·]M is also a locally finite set and is contained
in cl (R\M) \M ✓ {s, t}, hence, if s < t,

(F
reg

G[·])M = (F
reg

)MG[·]M + (F
reg

)R\M
�

G[s] + G[t]
�

M

Analogously,

(F [·]G
reg

)M = F [·]M (G
reg

)M +
�

F [s] + F [t]
�

M
(G

reg

)R\M .

Now let M = (s, t), then
�

G[s]+G[t]
�

M
= 0 =

�

F [s]+F [t]
�

M
, hence the

assertion is shown in this case. For M = [s, t) it is
�

G[s]+G[t]
�

M
= G[s]

and
�

F [s]+F [t]
�

M
= F [s]. As mentioned in Proposition 2.4.6 the term

(F
reg

)R\MG[s] depends only on the value
�

(F
reg

)R\M
�

(i)(s+), i 2 N,
which is zero for all i 2 N, hence (F

reg

)R\MG[s] = 0. Also from this
proposition it follows that F [s](G

reg

)R\M = F [s]G
(s�",s) for any " > 0.

This shows the assertion for M = [s, t). Analogous arguments show
the validity of the assertions for M = (s, t] and M = [s, t].
If s = t, then

(FG)
[s,t] = (FG)[s] = (F

reg

G[·])[s] + (F [·]G
reg

)[s]
= F

reg

G[s] + F [s]G
reg

= F [s]G[s]
| {z }

=0

+F
reg

(s,s+")G[s] + F [s]G
reg

(s�",s)

= F
[s,t]G[s,t] + F

(t,t+")G[s] + F [s]G
(s�",s) qed

2.4.3 Matrix calculus for piecewise-smooth distributions

Definition 2.4.9 (Invertibility of DpwC1-matrices)

For two matrices P 2 (D
pwC1)n⇥m, Q 2 (D

pwC1)m⇥p, n, m, p 2

N, with piecewise-smooth distributional entries the matrix product is
defined in the standard way, i.e., for i = 1, . . . , n and j = 1, . . . , p,

(PQ)ij =
m
X

k=1

PikQkj ,
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2. Distribution theory

where Mij denotes the (i, j)-entry of some matrix M . A square matrix
M 2 (D

pwC1)n⇥n, n 2 N, is called invertible (over D
pwC1) if, and only

if, there exists a matrix M�1

2 (D
pwC1)n⇥n such that

MM�1 = M�1M = I,

where I 2 (D
pwC1)n⇥n is the (distributional) identity matrix given by

Iij =

(

D, i = j

0, i 6= j
.

Note that no notational distinction between the matrices I 2 Rn⇥n,
I 2 (C1

pw

)n⇥n, and I 2 (D
pwC1)n⇥n is made. 2

Proposition 2.4.10 (Invertibility of DpwC1-matrices)

A piecewise-smooth distributional matrix M 2 (D
pwC1)n⇥n, n 2 N, is

invertible if, and only if, M reg

2

�

C

1
pw

�n⇥n is invertible over C1
pw

, i.e.
there exists P 2 (C1

pw

)n⇥n with M reg(t)P (t) = P (t)M reg(t) = I for all
t 2 R.
If M is invertible, then the inverse is given by

M�1 = M�1

reg

�M�1

reg

M [·]M�1

reg

, where M�1

reg

:=
�

(M reg)�1

�

D.
2

Proof. If M reg is invertible over C1
pw

, then

MM�1 = (M
reg

+ M [·])
�

M�1

reg

�M�1

reg

M [·]M�1

reg

�

= M
reg

M�1

reg

| {z }

=I

�M
reg

M�1

reg

M [·]M�1

reg

+ M [·]M�1

reg

| {z }

=0

�M [·]M�1

reg

M [·]M�1

reg

| {z }

=0

.

An analogous calculation shows M�1M = I. Hence su�ciency is
shown.
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S. Trenn: Distributional DAEs

Now assume that M is invertible over D
pwC1 , i.e. there exists a mat-

rix M�1

2(D
pwC1)n⇥n such that MM�1 = I. Let M�1 = (M�1)

reg

+
M�1[·], then

I = MM�1 = (M
reg

+ M [·])((M�1)
reg

+ M�1[·])

= M
reg

(M�1)
reg

+ M
reg

M�1[·] + M [·](M�1)
reg

| {z }

=:H

.

Since H[·] = H and I[·] = 0, it follows that H must be zero. This
implies

I = M
reg

(M�1)
reg

= (M reg(M�1)reg)D,

hence M reg is invertible with inverse (M�1)reg 2 (C1
pw

)n⇥n. Finally,
from H = 0 and the invertibility of M reg it follows that

M�1[·] = �(M reg)�1M [·](M�1)
reg

= �M�1

reg

M [·]M�1

reg

,

hence M�1 is unique. qed

Remark 2.4.11 (Invertibility over C

1
pw)

It is important to note that for the invertibility of M 2 (C1
pw

)n⇥n over
C

1
pw

it is not su�cient that det M(t) 6= 0 for all t 2 R. As an example
consider the 1 ⇥ 1 “matrix” m(t) = t for t < 0 and m(t) = 1 for
t � 0. Its pointwise inverse is given by m�1(t) = 1/t for t < 0 and
m�1(t) = 1 for t � 0. Clearly, m�1 is not an element of C1

pw

as defined
in Definition 2.2.12 because t 7! 1/t cannot be extended to a smooth
function defined on the whole axis R.
However, if detM(t) = detM(t+) 6= 0 and det M(t�) 6= 0 for all t 2 R,
then it is easy to see that M 2 (C1

pw

)n⇥n is invertible over C1
pw

. Another
su�cient condition for invertibility over C1

pw

is that inft2R detM(t) >
0. 2
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S. Trenn: Distributional DAEs

3 Regularity of distributional DAEs

3.1 Initial trajectory problems (ITPs) and
DAE-regularity

Definition 3.1.1 (Distributional DAE)

A distributional DAE is given by

Eẋ = Ax + f, (3.1.1)

where E,A 2 (D
pwC1)m⇥n and f 2 (D

pwC1)n for n, m 2 N. A short
hand notation for a DAE in form (3.1.1) is

(E,A) 2 ⌃m⇥n with inhomogeneity f . 2

Definition 3.1.2 (Solutions of distributional DAEs and ITPs)

Consider a distributional DAE (E,A) 2 ⌃m⇥n with inhomogeneity f .

(i) A (global) solution of (3.1.1) is a piece-smooth distribution x 2
(D

pwC1)n for which (3.1.1) is fulfilled. For the multiplications
in (3.1.1) the Fuchssteiner multiplication as in Definition 2.4.4
is used, see also Definition 2.4.9. A global solution will also be
called consistent solution in the following.

(ii) A piecewise-smooth distribution x 2 (D
pwC1)n is called a local

solution of (3.1.1) on the interval J ✓ R if, and only if,

(Eẋ)J = (Ax + f)J .

(iii) A piecewise-smooth distribution x 2 (D
pwC1)n is called an ITP

solution with initial trajectory x0

2 (D
pwC1)n and initial time

t
0

2 R if, and only if, x fulfills the initial trajectory problem
(ITP)

(Eẋ)
[t0,1)

= (Ax + f)
[t0,1)

x
(�1,t0) = x0

(�1,t0)
,

(3.1.2)

i.e. x is a local solution of (3.1.1) on [t
0

,1) which coincides with
the initial trajectory x0 on (�1, t

0

). 2
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3. Regularity of distributional DAEs

In the following the regularity definition for classical DAEs will be
generalized to distributional DAEs. It is well known that classical reg-
ularity is equivalent to 1) the existence of solutions for any (su�ciently
smooth) inhomogeneity and 2) the uniqueness of solutions. This charac-
terization of regularity already made it possible to generalize regularity
to time-varying DAEs with analytical coe�cient matrices [CP83]. In
view of the desired application to switched DAEs it is reasonable to
assume additionally that there exists a distributional solution for all,
i.e. consistent and inconsistent, initial values. Note that this is not an
additional assumption for DAEs with constant coe�cient, because it
can be shown that all DAEs which are regular in the classical sense
have unique (distributional) solution for all initial values.
Definition 3.1.3 (DAE-regularity)

A DAE (E,A) 2 ⌃m⇥n is called DAE-regular if, and only if, for every
inhomogeneity f , for every initial time t

0

2 R and for every initial
trajectory x0

2 (D
pwC1)n the ITP (3.1.2) has a unique solution. 2

Note that there are now two “regularities”: One is the regularity of a
distribution as in Definition 2.1.4 and the other one is the regularity of a
matrix pair as defined above. To avoid confusion the second regularity
is called “DAE-regularity”.
Examples 3.1.4 (Non-regular DAEs)

There are di↵erent reasons why a DAE may not be regular:

(i) Solutions are not uniquely determined by an initial trajectory:
for example, the DAE (E,A) 2 ⌃1⇥2 with some inhomogeneity f
given by

[1 0]
✓

ẋ
1

ẋ
2

◆

= [0 0]
✓

x
1

x
2

◆

+ f,

actually reads as ẋ
1

= f . Hence x
2

can be arbitrary and is not
uniquely determined by an initial trajectory.

(ii) Not for all inhomogeneities a solution exists: for example, the
DAE (E,A) 2 ⌃2⇥1 with inhomgeneity f = [f

1

/f
2

] given by


1
0

�

ẋ =


0
0

�

x +
✓

f
1

f
2

◆
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S. Trenn: Distributional DAEs

only has solutions if f
2

= 0.

(iii) There do not exist ITP solutions even in the homogeneous case,
i.e. when f = 0 in (3.1.2): for example, consider the DAE (E,A) 2
⌃1⇥1 given by

�
0

ẋ = �
0

x

and a corresponding ITP with initial time t
0

= 0. The ITP (3.1.2)
yields that ẋ0(0�)�

0

= x0(0�)�
0

which implies that the DAE “en-
forces” the condition ẋ0(0�) = x0(0�) on the initial trajectory,
i.e. not for all initial trajectories an ITP solution exists. 2

The next proposition states that DAE-regularity is invariant under
certain transformations of the matrix pair (E,A) 2 ⌃m⇥n. One natural
transformation is multiplication of the DAE with an invertible matrix
S 2 (D

pwC1)m⇥m from the left, the other is applying a state trans-
formation x 7! Tz for some invertible matrix T 2 (D

pwC1)n⇥n. It is
obvious that x is a (global) solution of the DAE (3.1.1) if, and only if,
z is a (global) solution of the transformed DAE

SET ż = (SAT � SET 0)z + Sf.

However, it is not immediately clear how this transformation fits to-
gether with an ITP, because the initial trajectory and the inhomogen-
eity must be adapted appropriately.
Proposition 3.1.5 (DAE-regularity and similarity transformations)

Let S 2 (D
pwC1)m⇥m and T 2 (D

pwC1)n⇥n both be invertible over
D

pwC1 . Then (E,A) 2 ⌃m⇥n is DAE-regular if, and only if, the trans-
formed DAE (SET, SAT � SET 0) 2 ⌃m⇥n is DAE-regular. 2

Proof. First note that it su�ces to show one direction of the equi-
valence, because for eE := SET , eA := SAT � SET 0, eS := S�1 and
eT := T�1 it follows that (eS eE eT , eS eA eT�eS eE eT 0) = (E,A), where the equa-
tion eT 0 = �T�1T 0T�1 was used, which itself follows from 0 = (TT�1)0
and the product rule.
For eE, eA as above and t

0

2 R, ex0

2 Dn
pwC1 , ef 2 Dm

pwC1 it will be shown
that every ITP

eE ėx = eAex + ef, ex
(�1,t0) = ex0

(�1,t0)
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has a unique solution.
Step 1: Existence of a solution.

Let x be the solution of the ITP

Eẋ = Ax + f, x
(�1,t0) = x0

(�1,t0)
,

where
f = S�1

ef
[t0,1)

� S�1[t
0

]
⇣

eAex0

�

eE ėx0

⌘

(�1,t0)

and x0 = T ex0. It will be shown that ex := T�1x is the desired solution.
First observe that, by Proposition 2.4.8,

ex
(�1,t0) = (T�1x)

(�1,t0) = T�1

(�1,t0)
x0

(�1,t0)
= T�1

(�1,t0)
(T ex0)

(�1,t0)

= ex0

(�1,t0)
.

Hence it remains to show that

( eE ėx)
[t0,1)

= ( eAex)
[t0,1)

+ ef
[t0,1)

,

which is equivalent to

S�1( eE ėx)
[t0,1)

= S�1( eAex)
[t0,1)

+ S�1

ef
[t0,1)

.

Note that from Proposition 2.4.8 and Property (R4) it follows that, for
any M 2 (D

pwC1)m⇥h and h = 1 or h = n,

S�1M
[t0,1)

= (S�1M
[t0,1)

)
(�1,t0) + (S�1M

[t0,1)

)
[t0,1)

= 0 + S�1

[t0,1)

M
[t0,1)

= (S�1M)
[t0,1)

� S�1[t
0

]M
(�1,t0).

Hence ex must fulfill

(S�1

eE ėx)
[t0,1)

� S�1[t
0

]( eE ėx)
(�1,t0)

= (S�1

eAex)
[t0,1)

�S�1[t
0

]( eAėx)
(�1,t0)+(S�1

ef)
[t0,1)

�S�1[t
0

] ef
(�1,t0).

From dD
dt (T�1) = �T�1T 0T�1 it follows that

S�1

eE ėx = S�1SET dD
dt (T�1x) = Eẋ� ET 0T�1x
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and
S�1

eAex = S�1(SAT � SET 0)T�1x = Ax� ET 0T�1x.

Since, by assumption, (Eẋ)
[t0,1)

= (Ax)
[t0,1)

+ f
[t0,1)

, it remains to
show that

f
[t0,1)

= S�1[t
0

]( eE ėx)
(�1,t0) � S�1[t

0

]( eAex)
(�1,t0) + (S�1

ef)
[t0,1)

� S�1[t
0

] ef
(�1,t0).

Together with Corollary 2.3.5 and Proposition 2.4.8 this follows from

( eE ėx)
(�1,t0) = eE

(1,t0) ėx(1,t0)

= eE
(1,t0)

�

dD
dt

�

ex
(�1,t0)

�

+ ex(t
0

�)�t0

�

= eE
(1,t0)

⇣

dD
dt

⇣

ex0

(�1,t0)

⌘

+ ex0(t
0

�)�t0

⌘

= eE
(1,t0) ėx

0

(1,t0)
= ( eE ėx0)

(�1,t0),

( eAex)
(�1,t0) = ( eAex0)

(�1,t0),

(S�1

ef)
[t0,1)

� S�1[t
0

] ef
(�1,t0) = S�1

[t0,1)

ef
[t0,1)

= S�1

ef
[t0,1)

,

and the definition of f .
Step 2: Uniqueness of a solution.

Let ex
1

and ex
2

be two solutions of the ITP

eE ėx = eAex + ef, ex
(�1,t0) = ex0

(�1,t0)

for some t
0

2 R, ex0

2 Dn
pwC1 , ef 2 Dm

pwC1 . Then ez := ex
1

� ex
2

is a
solution of the ITP

eE ėz = eAez, ez
(�1,t0) = 0.

It will be shown that z = T ez is a solution of the ITP

Eż = Az, z
(�1,t0) = 0,

it then follows from the DAE-regularity of (E,A) that z = 0, hence
ez = 0 and the uniqueness of solutions is shown.
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Clearly, z
(�1,t0) = 0, hence it remains to show that (Eż)

[t0,1)

=
(Az)

[t0,1)

. It is, by Proposition 2.4.8,

0 = ( eE ėz)
[t0,1)

� ( eAez)
[t0,1)

= S
[t0,1)

(Eż �Az)
[t0,1)

+ S[t
0

](Eż �Az)
(�1,t0)

= S(Eż �Az)
[t0,1)

+ 0,

hence (Eż)
[t0,1)

= (Az)
[t0,1)

. qed

Remark 3.1.6 (ITP solutions and similarity transformations)

From the proof of Proposition 3.1.5 it becomes clear that ex is a solution
of the ITP (3.1.2) for ( eE, eA) := (SET, SAT � SET 0) with initial time
t
0

, initial trajectory ex0 and inhomogeneity ef if, and only if, x = T ex is
a solution of the ITP (3.1.2) with initial time t

0

, initial trajectory

x0 = T ex0

and inhomogeneity

f = S�1

ef
[t0,1)

� S�1[t
0

]
⇣

eAex0

�

eE ėx0

⌘

(�1,t0)
.

2

The next theorem shows that for DAEs with square coe�cient ma-
trices any ITP solution corresponds uniquely to a consistent solution
of a special “switched” DAE, where the initial trajectory is part of the
inhomogeneity. Since in Theorem 3.2.1 it will be shown that all regular
DAEs must have square matrix coe�cient, it becomes clear that there
is a strong relationship between regularity and solvability of DAEs with
jumps in the coe�cient matrices. In particular, the problem of impos-
ing inconsistent initial values on a DAE can be viewed as finding a
consistent solution of a special DAE with jumps in the coe�cients.

Theorem 3.1.7 (ITPs are “switched” DAEs)

Let (E,A) 2 ⌃n⇥n. Then (E,A) is DAE-regular if, and only if, for all
x0

2 (D
pwC1)n, t

0

2 R, and all inhomogeneities f the following DAE
has a unique (global) solution

E
itp

ẋ = A
itp

x + f
itp

, (3.1.3)
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where E
itp

= E
[t0,1)

, A
itp

= I
(�1,t0) +A

[t0,1)

and f
itp

= �x0

(�1,t0)
+

f
[t0,1)

. 2

Proof. First observe that Proposition 2.4.8 yields

8F,G 2 D
pwC1 8t

0

2 R : (FG)
[t0,1)

= F
[t0,1)

G.

Hence the following equivalences hold:

x solves (3.1.3) , (E
itp

ẋ)
(�1,t0) = (A

itp

x)
(�1,t0) + (f

itp

)
(�1,t0)

^ (E
itp

ẋ)
[t0,1)

= (A
itp

x)
[t0,1)

+ (f
itp

)
[t0,1)

, 0 = x
(�1,t0) � x0

(�1,t0)

^ E
[t0,1)

ẋ = A
[t0,1)

x + f
[t0,1)

, x
(�1,t0) = x0

(�1,t0)

^ (Eẋ)
[t0,1)

= (Ax + f)
[t0,1)

, x solves the ITP (3.1.2)

qed

It should be noted that in most literature on classical DAEs the
problem of inconsistent initial values was not motivated in a satisfying
way. The underlying problem is: An inconsistent initial value prob-
lem is either seen as a special switched DAE (as in Theorem 3.1.7)
or interpreted in terms of restrictions (as in Definition 3.1.2(iii)). But
multiplication with non-continuous coe�cient matrices or restriction
to certain intervals is not possible for general distributions hence most
approaches in the literature are “vague”, because often distributional
solutions are considered without specifying the underlying distribu-
tional space. One exception is the approach by Rabier and Rheinboldt
[RR96b, Thm. 4.1] in the context of impulsive smooth distributions.
They defined an initial trajectory problem as follows (translated into
the terminology of this dissertation): x is the ITP solution of the DAE
(3.1.1) with initial trajectory x0 and initial time t

0

if, and only if,

Eẋ = Ax + f
itp

, x
(�1,t0) = x0

(�1,t0)
,

where f
itp

= (Eẋ0

�Ax0)
(�1,t0)+f

[t0,1)

. This approach can be seen as
a combination of the two viewpoints presented here, however it has the
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3. Regularity of distributional DAEs

conceptual disadvantage that the equation is formally overdetermined
because on the interval (�1, t

0

) the solution x must fulfill two equa-
tions. Furthermore, it seems unnatural to assume that the original
DAE (given primarily by the matrix coe�cients) is also valid in the
past provided an inconsistent initial value is present. Finally, the Defin-
ition 3.1.2(iii), in contrast to the approach in [RR96b], works also for
homogeneous DAEs (which play an important role for the stability
analysis of DAEs as in Section 4.3).

3.2 Necessary and su�cient conditions for
DAE-regularity

Theorem 3.2.1 (m = n)

Let (E,A) 2 ⌃m⇥n be DAE-regular. Then m = n. 2

Proof. The proof shows that if m > n, then there exists an open interval
and an inhomogeneity such that a local solution does not exist. If m <
n then it will be shown that the trivial solution for the homogeneous
DAE with zero initial trajectory is not unique. So in both cases the
DAE can not be regular.

Step 1: m > n ) non-existence of local solution.
The main idea is to reduce the original DAE with m > n locally to
a smaller DAE, which has a local solution if the original DAE has a
local solution. This reduction can be repeated arbitrarily often as long
as the original DAE has local solutions, on the other hand a reduction
of the size can not be repeated arbitrarily often because of the finite
size of the original DAE, hence the assumption that the original DAE
always (i.e. for all inhomogeneities) has a local solution can not hold.

Step 1a: Reduction to smaller DAE.
Let (E,A) 2 ⌃m⇥n with m > n. It will be shown that there exists an
open intervals J̃ ✓ J ✓ R and ( eE, eA) 2 ⌃em⇥en with em < m, en < n and
em > en such that the following implication holds:

8f 2 (D
pwC1)m

9x 2 (D
pwC1)n : (Eẋ)J = (Ax + f)J

) 8

ef 2 (D
pwC1) em

9ex 2 (D
pwC1)en : ( eE ėx) eJ = ( eAex + ef) eJ .

62



S. Trenn: Distributional DAEs

Choose an open interval J
1

✓ R such that EJ1 is impulse and jump
free, i.e. there exists a matrix E 2 (C1)m⇥n such that EJ1 = (ED)J1 .
Choose an open interval J

2

✓ J
1

such that t 7! rkE(t) is constant on
J

2

. Since rkE(t)  n for all t 2 R it follows by Dolezal’s Theorem
[Dol64] that there exists a matrix function S : J

2

! Rm⇥m which is
smooth and pointwise invertible such that

S E =
✓

E
1

0

◆

on J
2

,

where E
1

2 (C1)n⇥n. Choose an open interval J
3

✓ J
2

such that
inft2J3 detS(t) > 0, then S := (IR\J3 +SJ3)D 2 (D

pwC1)m⇥m is invert-
ible over D

pwC1 .
Let SA =

⇥

A1
A2

⇤

, where A
1

has size n⇥ n and A
2

has size m� n⇥ n.
Choose an open interval J ✓ J

3

such that there exists A
2

2 (C1)m�n⇥n

with (A
2

)D = (A
2

)D on J . If the original DAE (E,A) is locally solvable
on J with arbitrary inhomogeneity, then the DAE (SE, SA) must also
be solvable on J for arbitrary inhomogeneities, in particular, for each
t 2 J and ⌘ 2 Rm�n there must exist a ⇠ 2 Rn such that 0 = A

2

(t)⇠+⌘,
hence A

2

(t) must have full row rank m�n  n for all t 2 J . In passing
by, note that this implies m  2n.

Invoking again Dolezal’s Theorem, there exists a pointwise invertible
and smooth matrix function T : J ! Rn⇥n such that A

2

T = [0, I] on J .
Choose an open interval eJ ✓ J such that inft2 eJ detT (t) > 0 then T :=
(IR\ eJ + T eJ)D 2 (D

pwC1)n⇥n is invertible over D
pwC1 . Consider the

coordinate transformation z = T�1x, then local solvability of (E,A) on
J for all inhomogeneities implies local solvability of (SET, SAT�SET 0)
on eJ ✓ J . By construction,

SET =


E
11

E
12

0 0

�

and SAT � SET 0 =


A
11

A
12

0 I

�

on eJ ,

where E
11

, A
11

2 (D
pwC1)n⇥2n�m.

If 2n = m, then the new DAE (SET, SAT � SET 0) restricted on eJ
reads

E
12

ż = A
12

z + f
1

,

0 = z + f
2

,
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3. Regularity of distributional DAEs

where the inhomogeneity is split into [f
1

, f
2

] with corresponding sizes.
But this implies that f

1

= A
12

f
2

�E
12

f 0
2

hence the inhomogeneity (also
for the original DAE) cannot be arbitrary, therefore 2n > m > n.

In this case the new DAE reads
E

11

ż
1

+ E
12

ż
2

= A
11

z
1

+ A
12

z
2

+ f
1

,

0 = z
2

+ f
2

,

with the corresponding splitting z = [z
1

/z
2

]. Now let eE := E
11

, eA :=
A

11

, em := n < m, en := 2n�m < n = em and
ef := f

1

�A
12

f
2

+ E
12

f 0
2

.

Clearly, local solvability for an arbitrary imhomogeneity of the original
DAE (E,A) on J implies local solvability of the reduced DAE ( eE), eA)
on eJ ✓ J for an arbitrary inhomogeneity ef , so Step 1a is shown.

Step 1b: Reductio ad absurdum.
The argument of Step 1a can be applied on the reduced DAE ( eE, eA)
such that another reduction is possible. Since the reduction process
reduces the size of the corresponding matrices, the reduction cannot be
repeated arbitrarily often, on the other hand the reduction process can
be applied always when the corresponding DAE has local solutions for
arbitrary inhomogeneities. Hence the assumption that m > n and that
the original DAE is locally solvable for arbitrary inhomogeneities leads
to a contradiction. This concludes Step 1.

Step 2: m < n ) trivial solution not unique.
Similar as in Step 1 the DAE will be reduced such that the reduced
homogeneous DAE has a locally unique trivial solution if the original
homogeneous has a locally unique trivial solution. This reduction can
be repeated arbitrarily often which leads to a contradiction.

Step 2a: Reduction to smaller DAE.
Let (E,A) 2 ⌃m⇥n with m < n. It will be shown that there exist open
intervals eJ ✓ J ✓ [0,1) and ( eE, eA) 2 ⌃em⇥en with em < m, en < n and
em < en such that following implication holds:

8x 2 (D
pwC1)n with Eẋ = Ax and x

(�1,0) = 0 : xJ = 0

) 8ex 2 (D
pwC1)en with eE ėx = eAex and ex

(�1,0) = 0 : ex eJ = 0.
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Choose an open interval J
1

✓ [0,1) such that EJ1 is impulse and jump
free and let E 2 (C1)m⇥n be such that ED = E on J

1

. Choose an open
interval J

2

✓ J
1

on which the rank of E is constant. Invoking Dolezal’s
Theorem, choose a pointwise invertible and smooth T : J

2

! Rn⇥n

such that
E T = [E

1

0] on J
2

for some E
1

2 (C1)m⇥m. Choose an open interval J
3

✓ J
2

such that
T := (IR\J + T J3)D 2 (D

pwC1)n⇥n is invertible over D
pwC1 .

Let AT � ET 0 = [A
1

, A
2

], where A
1

2 (D
pwC1)m⇥m and A

2

2

(D
pwC1)m⇥(n�m). Choose an open interval J ✓ J

3

and a smooth
matrix A

2

2 (C1)m⇥(n�m) such that (A
2

)D = A
2

on J . Fix an ar-
bitrary t 2 J and let ⇠ 2 kerA

2

(t) ✓ Rn�m, then it follows that
A

2

⇠�t = A
2

(t)⇠�t = 0. Therefore, if x 2 (D
pwC1)n is a solution of the

homogeneous DAE (E,A) with x
(�1,0) = 0, then x

1

:= x + T [0/⇠]�t

is also a solution of the homogeneous DAE (E,A). The assumption
that all solution of the homogeneous DAE (E,A) with zero initial con-
dition fulfill xJ = 0 now yield ⇠ = 0, hence kerA

2

(t) = {0}. Since
t 2 J was arbitrary, the column rank of A

2

must be full on J , i.e.
rkA

2

(t) = n�m  m for all t 2 J (in particular, n  2m).
Invoking Dolezal’s Theorem again, there exists an pointwise invert-

ible and smooth S : J ! Rm⇥m such that SA
2

= [0/I] on J . Choose
an open interval eJ such that S := (IR\ eJ + S eJ)D 2 (D

pwC1)m⇥m is
invertible over D

pwC1 . By construction

SET =


E
11

0
E

21

0

�

and SAT � SET 0 =


A
11

0
A

21

I

�

on eJ

for some E
11

, A
11

2 (D
pwC1)(2m�n)⇥m and E

21

, A
21

2 (D
pwC1)(n�m)⇥m.

If 2m = n, then the DAE (SET, SAT � SET 0) reads, locally on eJ ,

E
21

ż
1

= A
21

z
1

+ z
2

,

where Tx = z = [z
1

/z
2

]. Let x 2 (D
pwC1)n be a solution of the

homogeneous DAE (E,A) with zero initial trajectory, then the above
equation implies that x

1

:= x + T�1[z
1

/E
21

ż
1

� A
21

z
1

] for arbitrary
z
1

2 (D
pwC1)m with supp z

1

✓

eJ is also a solutions of the homogeneous
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3. Regularity of distributional DAEs

DAE (E,A) with zero initial trajectory. Hence under the assumption
that xJ = 0 for all such solutions the case 2m = n is not possible.

Therefore the homogeneous DAE (SET, SAT �SET 0) reads, locally
on eJ ,

E
11

ż
1

= A
11

z
1

E
21

ż
1

= A
21

z
1

+ z
2

,

with z = [z
1

/z
2

] of corresponding size. Since z
2

is uniquely given by z
1

on eJ it follows that every solution x of the homogeneous DAE (E,A)
with zero initial trajectory fulfills x eJ = 0 only if all solutions z

1

of
the homogeneous DAE ( eE, eA) := (E

11

, A
11

) with zero initial trajectory
fulfill z

1

= 0 on eJ . Since ñ := m and m̃ := 2m� n < m = ñ, the claim
of Step 2a is shown.

Step 2b: Reductio ad absurdum.
As in Step 1b, the assumption that the trivial solution of the homo-
geneous DAE (E,A) with zero initial condition is unique implies that
the reduction of Step 2a can be repeated arbitrarily often which is
impossible and therefore Step 2 is shown. qed

Proposition 3.2.2 (Su�cient conditions for DAE-regularity)

Let n 2 N.

(i) If (E
0

, A
0

), (E
1

, A
1

) 2 ⌃n⇥n are DAE-regular, then
�

E
0

(�1,t1) +
E

1

[t1,1)

, A
0

(�1,t1) +A
1

[t1,1)

�

is also DAE-regular for all t
1

2 R.

(ii) If (Ei, Ai) 2 ⌃n⇥n, i 2 N, is a family of DAE-regular systems and
{ ti 2 R | i 2 Z } is a locally finite set, then

 

X

i2Z
Ei

[ti,ti+1),
X

i2Z
Ai

[ti,ti+1)

!

is also DAE-regular.

(iii) If (E,A) 2 ⌃n⇥n is DAE-regular, then (E + Et, A + At) is also
DAE-regular for all Et, At 2 (D{t})n⇥n, t 2 R.

66



S. Trenn: Distributional DAEs

(iv) If (E,A) 2 ⌃n⇥n is DAE-regular, then (E + eE[·], A + eA[·]) is also
DAE-regular for all eE, eA 2 D

pwC1 . 2

Proof. (i) If t
0

� t
1

, then the ITP for (E,A) is identical to the ITP
for (E

1

, A
1

), hence only t
0

< t
1

needs to be considered. For x0

2

(D
pwC1)n and f 2 (D

pwC1)n let x1 be the unique solution of the
ITP (E

0

, A
0

), x1

(�1,t0)
= x0

(�1,t0)
with inhomogeneity f and let

x be the unique solution of the ITP (E
1

, A
1

), x
(�1,t1) = x1

(�1,t1)

with inhomogeneity f .

It will be shown that x is also the unique solution of the ITP
(E,A), x

(�1,t0) = x0

(�1,t0)
. First observe that x

(�1,t0)=x1

(�1,t0)

= x0

(�1,t0)
because t

0

< t
1

. Secondly, the following equivalences
hold (invoking Proposition 2.4.8)

(Eẋ)
[t0,1)

= (Ax + f)
[t0,1)

, (Eẋ)
[t0,t1) = (Ax + f)

[t0,t1)

^ (Eẋ)
[t1,1)

= (Ax + f)
[t1,1)

, (E
0

ẋ1)
[t0,t1) = (A

0

x1 + f)
[t0,t1)

^ (E
1

ẋ)
[t1,1)

= (A
1

x + f)
[t1,1)

.

The last expression is true by the definition of x1 and x, hence x
is a solution of the ITP.

It remains to show that x is unique. Assume that ex is also an ITP
solution. Since, by definition, ex

(�1,t0) = x0

(�1,t0)
= x

(�1,t0), it
remains to show that ex

[t0,t1) = x
[t0,t1) and ex

[t1,1)

= x
[t1,1)

. Let
z and ez be the solutions of the ITP (E

0

, A
0

), z
(�1,t1) = x

(�1,t1)

and ez
(�1,t1) = ex

(�1,t1), resp., then

(E
0

ż)
[t0,t1) = (E

0

ẋ)
[t0,t1) = (A

0

x + f)
[t0,t1) = (A

0

z + f)
[t0,t1)

and

(E
0

ėz)
[t0,t1) = (E

0

ėx)
[t0,t1) = (A

0

ex + f)
[t0,t1) = (A

0

ez + f)
[t0,t1).
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Hence z and ez are also solutions of the ITP (E
0

, A
0

), z
(�1,t0) =

x
(�1,t0) = x0

(�1,t0)
and ez

(�1,t0) = ex
(�1,t0) = x0

(�1,t0)
, resp.

Since (E
0

, A
0

) is DAE-regular it follows that z = ez and therefore
x

[t0,t1) = ex
[t0,t1). Finally, observe that x and ex are solutions of

the ITP (E
1

, A
1

), x
(�1,t1) = x

(�1,t1) and ex
(�1,t1) = ex

(�1,t1),
resp. Since (E

1

, A
1

) is DAE-regular and x
(�1,t1) = ex

(�1,t1), it
follows that x = ex.

(ii) Consider the ITP (E,A), x
(�1,⌧0) = ⇠0

(�1,⌧0)
for some initial

trajectory ⇠0 and ⌧
0

2 R. Without restriction of generality it
may be assumed that t

0

 ⌧
0

< t
1

(just by changing the indices).
Let x0 be the solution of the ITP (E

0

, A
0

), x0

(�1,⌧0)
= ⇠0

(�1,⌧0)

and, for i 2 N, let xi+1 be the solution of the ITP (Ei+1

, Ai+1

),
xi+1

(�1,ti+1)
= xi

(�1,ti+1)
. Then x = limi!1 xi is a well defined

distribution and it follows by inductively repeating the same ar-
guments as in (i) that x is the unique solution of the ITP (E,A),
x

(�1,⌧0) = ⇠0

(�1,⌧0)
. Hence (E,A) is DAE-regular.

(iii) Consider the ITP (E + Et, A + At), x
(�1,t0) = x0

(�1,t0)
for

some x0

2 (D
pwC1)n, t

0

2 R and with an inhomogeneity f 2

(D
pwC1)n. Clearly, if t

0

> t this ITP is identical to the ITP
(E,A) with the same initial trajectory and inhomogeneity. Hence
it remains to consider t

0

 t. Let bx be the solution of the ITP
(E,A), bx

(�1,t0) = x0

(�1,t0)
with inhomogeneity f and let x be the

solution of the ITP (E,A), x
(�1,t) = bx

(�1,t) with inhomogeneity
bf := f +Atbx�Et ḃx. It will be shown that x is the unique solution
of the ITP (E + Et, A + At), x

(�1,t0) = x0

(�1,t0)
with inhomo-

geneity f . First observe that x
(�1,t0) = bx

(�1,t0) = x0

(�1,t0)
.

Secondly,

((E + Et)ẋ
�

[t0,t)
= (Eẋ)

[t0,t) = (E ḃx)
[t0,t) = (Abx + f)

[t0,t)

=
�

(A + At)x + f
�

[t0,t)
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and, since x
(�1,t) = bx

(�1,t),

((E + Et)ẋ
�

[t,1)

= (Eẋ)
[t,1)

+ Etẋ

= (Ax + bf)
[t,1)

+ Et ḃx

= (Ax + f + Atbx)
[t,1)

=
�

(A + At)x + f
�

[t0,t)
.

Hence it remains to show uniqueness of the solution x. Therefore,
let ex also be a solution of the ITP (E + Et, A + At), ex

(�1,t0) =
x0

(�1,t0)
with inhomogeneity f . With the same arguments as

above it follows that ex
(�1,t) = x

(�1,t) = bx
(�1,t). Now

�

(E + Et)ẋ)
[t,1)

=
�

(A + At)x + f
�

[t,1)

, (Eẋ)
[t,1)

= (Ax + bf)
[t,1)

and the same for ex, hence x and ex are both solutions of the ITP
(E,A), x

(�1,t) = bx
(�1,t) with inhomogeneity bf . Because (E,A)

is DAE-regular it follows that x = ex.

(iv) Let T = { ti 2 R | i 2 Z } be a locally finite set such that eE[·] =
P

i2Z
eE[ti] and eA[·] =

P

i2Z
eA[ti]. Furthermore, let E

0

= E,
A

0

= A and, for k 2 N, Ek+1

= Ek + eE[tk], E�k�1

= E�k +
eE[t�k], Ak+1

= Ak + eA[tk], A�k�1

= A�k + eA[t�k]. Then it
follows inductively from (iii) that (Ei, Ai) is DAE-regular for all
i 2 Z. Finally,

(E + eE[·], A + eA[·]) =

 

X

i2Z
Ei

[ti,ti+1),
X

i2Z
Ai

[ti,ti+1)

!

and regularity follows from (ii). qed

Corollary 3.2.3 (DAE-regularity independent of impulses)

(E,A) 2 ⌃n⇥n is DAE-regular if, and only if, (E
reg

, A
reg

) is DAE-
regular. 2
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Remark 3.2.4 (Significance of impulses in coe�cient matrices)

The Corollary 3.2.3 does not state that the impulses in E and A have
no influence on the solutions, in fact, the proof of the Theorem 3.2.2
reveals that the impulsive parts of E and A are preserved in an altered
inhomogeneity. In general, the presence of Dirac impulses and its de-
rivatives in E and A yield solutions which might depend also on the
derivatives of the initial trajectory. 2

The following theorem gives necessary conditions for DAE-regularity.
The first condition arises by taken successively the derivative of the
equation Eẋ = Ax + f and to check whether all derivatives of the in-
homogeneity can be matched “structurally”, i.e. when x, ẋ, ẍ, . . . are
seen as independent variables. The resulting matrix is very similar
to the so called derivative array as in [KM06] which had its origin
in [Cam87]. In a distributional framework it is also possible to check,
whether the impulsive terms of the inhomogeneity can be matched, this
leads to the so called impulse array. Note that for time-invariant sys-
tems both conditions are equivalent and are actually a characterization
of regularity (see Remark 3.2.6).

Theorem 3.2.5 (Necessary conditions for regularity)

Consider a regular DAE (E,A) 2 ⌃n⇥n, n 2 N.

(i) Define the derivative array of order p 2 N as the block matrix

M

p
2

�

(D
pwC1)n⇥n

�

(p+1)⇥(p+2)

where each blocks is defined as, for i = 1, . . . , p+1, j = 1, . . . , p+2,

(Mp)i,j =
�

i�1

j�2

�

E(i�j+1)

�

�

i�1

j�1

�

A(i�j),

with the convention that
�

0

0

�

= 1 and
�

n
�k

�

=
�

n
n+k

�

= 0 for k > 0,
n 2 N, i.e.

M

p =

2

6

6

6

6

6

4

�A E
�A0 E0 �A E
�A00 E00 � 2A0 2E0 �A E

...
...

...
...

. . .
�A(p) E(p)

�pA(p-1) pE(p-1)

�

�

p
2

�

A(p-2)

�

p
2

�

E(p-2)

�

�

p
3

�

A(p-3)

· · · E

3

7

7

7

7

7

5

.
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Then M

p(t+) and M

p(t�) have full row rank for all p 2 N and
t 2 N.

(ii) Define the impulse array of order p⇥ P , p, P 2 [N, as the block
matrix

N

p,P
2

�

(D
pwC1)n⇥n

�

(p+2)⇥(P+2)

where, for i = 1, . . . , p + 1, j = 1, . . . , P + 1,

(N p,P )i,j = (�1)i
⇣

�

j�1

j�i

�

E(j�i)
�

�

j�2

j�i�1

�

A(j�i�1)

⌘

,

with the convention that
�

0

k

�

=
��1

k

�

= 0 for all k 2 Z, i.e.

N

p,P =

2

6

6

6

6

4

E E0 �A E00 �A0 · · · E(P )

�A(P�1)

�E �2E0 + A · · · �PE(P�1) + (P � 1)A(P�2)

. . .
...

(�1)pE · · · (�1)p
⇣

�

P
p

�

EP�p
�

�

P�1

P�p�1

�

A(P�p�1)

⌘

3

7

7

7

7

5

.

Then for all p 2 N there exists P 2 N such that N p,P (t+) has
full row rank for all t 2 R. 2

Proof. Let f 2 (D
pwC1)n be an arbitrary inhomogeneity.

(i) Taking successively the derivative of the equation Eẋ = Ax + f
yields

Eẋ�Ax = f

Eẍ + (E0 �A)ẋ�A0x = f 0

E
...
x + (2E0 �A)ẍ + (E00 � 2A0)ẋ�A00x = f 00

...

and it follows inductively that, for all p 2 N,

M

p

0

B

B

B

B

B

@

x
ẋ
...

x(p)

x(p+1)

1

C

C

C

C

C

A

=

0

B

B

B

@

f
f 0

...
f (p)

1

C

C

C

A
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3. Regularity of distributional DAEs

and, in particular, for all t 2 R,

M

p(t±)

0

B

B

B

B

B

@

x(t±)
ẋ(t±)

...
x(p)(t±)

x(p+1)(t±)

1

C

C

C

C

C

A

=

0

B

B

B

@

f(t±)
f 0(t±)

...
f (p)(t±)

1

C

C

C

A

Since (E,A) is assumed to be DAE-regular there exists a solution
for any given inhomogeneity f , hence Mp(t+) and Mp(t�) must
both have full row rank.

(ii) For a fixed t
0

2 R consider the impulsive part of the DAE (3.1.1)
at t

0

:
(Eẋ)[t

0

] = (Ax + f)[t
0

]

or, equivalently,

E
(t0,1)

ẋ[t
0

]�A
(t0,1)

x[t
0

] = A[t
0

]x
(�1,t0)�E[t

0

]ẋ
(�1,t0)+f [t

0

]

=: ef [t
0

].

Since ef [t
0

] can be assumed to be arbitrary, and since (E,A) is
DAE-regular it follows that the operator

(E dD
dt�A)t0 : (D

pwC1)n
! Dn

{t0}, x 7! E
(t0,1)

ẋ[t
0

]�A
(t0,1)

x[t
0

]

must be surjective. Assume

x[t
0

] =
p
X

i=0

xi�
(i)
t0

for some p 2 N and x
0

, x
1

, . . . , xp 2 Rn, then

ẋ[t
0

] =
p
X

i=�1

xi�
(i+1)

t0 ,
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where x�1

:= x(t+) � x(t�). Easy calculations (using Proposi-
tion 2.4.6) yield

E
(t0,1)

ẋ[t
0

]�A
(t0,1)

x[t
0

] = a
0

�t0+a
1

�0t0+· · ·+ap+1

�(p+1)

t0

!= ef [t
0

],

where
0

B

B

B

@

a
0

a
1

...
ap+1

1

C

C

C

A

= N

p+1,p+1(t
0

+)

0

B

B

B

@

x�1

x
0

...
xp

1

C

C

C

A

.

Note that, in particular, for i = 0, 1, . . . , p + 1
0

B

B

B

@

a
0

a
1

...
ai

1

C

C

C

A

= N

i,p+1(t
0

+)

0

B

B

B

@

x�1

x
0

...
xp

1

C

C

C

A

.

Since ef [t
0

] is arbitrary it follows that a
0

, a
1

, . . . , can be arbitrary.
Hence surjectivity of the operator (E dD

dt �A)t0 implies that for all
i 2 N there must exist Pi 2 N such that N i,Pi has full row rank.
This proves the theorem. qed

Remark 3.2.6 (Necessary condition for constant coe�cient case)

Applying Theorem 3.2.5 to the constant coe�cient case both conditions
reduces to the simple condition that all matrices

2

6

6

6

6

6

4

�E A
�E A

�E A
. . . . . .

�E A

3

7

7

7

7

7

5

have full row rank. Actually, this condition is a characterization of
classical regularity of time-invariant DAEs [YS81]. 2
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3. Regularity of distributional DAEs

Example 3.2.7 (Regularity in the sense of [RR96a])

Consider the case of a DAE with analytical coe�cients, then, as already
mentioned in the introduction, DAE-regularity implies in particular
that [�E(t), A(t)] must have full rank and hence regularity in the sense
of [RR96a] is implied. However, consider the DAE tẋ(t) = x(t) which
is (completely) regular in the sense of [RR96a], then all solutions are
given by

x(t) =

8

>

<

>

:

↵t, t < 0,

0, t = 0,

�t, t > 0,

where ↵,� 2 R. In particular, the absolute continuous solution is not
uniquely given by the past, because � can be chosen independently
from ↵, hence the example is not DAE-regular. For more examples of
this type see [IM05]. 2

3.3 Distributional ODEs

3.3.1 Consistent solutions of distributional ODEs

Definition 3.3.1 (Distributional ODE)

A DAE (E,A) 2 ⌃n⇥n, n 2 N, is called a distributional ODE if, and
only if, E is invertible over D

pwC1 . A distributional ODE is called in
standard form if, and only if, E = I. 2

Consider a distributional ODE (E,A) 2 ⌃n⇥n, n 2 N, with some
inhomogeneity f 2 D

pwC1 , then x solves Eẋ = Ax+f if, and only if, x
solves ẋ = E�1Ax+E�1f . Hence for the purpose of finding consistent
solutions, it su�ces to consider in the following the distributional ODE
in standard form

ẋ = Ax + f. (3.3.1)
The aim of this section is to show that there exists a solution formula

similar to the classical ODE case. More precisely, it is shown that
if there exists t

0

2 R such that A[·]
(�1,t0) = 0, then there exists a

transition matrix �t0 and a linear operator  t0 such that every solution
x of the distributional ODE (3.3.1) can be written as

x = �t0x0

+ t0(f), x
0

2 Rn.
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S. Trenn: Distributional DAEs

In other words, the solution x can be decomposed into a free motion
and a forced (by f) motion. The condition that the coe�cient matrix
A must be impulse free in the past is necessary to avoid problems which
will be discussed in Remark 3.3.4. See also Section 3.3.3.

Before stating the main result several technical lemmas are needed.
The next lemma studies the fundamental solution of a classical ODE,
here the focus is on the piecewise-smooth properties (as in Defini-
tion 2.2.12) of the fundamental solution and its inverse.

Lemma 3.3.2 (Fundamental solution of classical ODE)

Let bA 2 (C1
pw

)n⇥n, n 2 N. Then, for every t
0

2 R there exists a unique
matrix �(·, t

0

) 2 C1
pw

which is absolutely continuous and fulfills:

�(·, t
0

)0 = bA�(·, t
0

) almost everywhere and �(t
0

, t
0

) = I. (3.3.2)

Furthermore,

8s, t, t
0

2 R : �(s, t
0

) = �(s, t)�(t, t
0

),

and �(·, t
0

) is invertible over (C1
pw

)n⇥n:

8t, t
0

2 R : �(t, t
0

)�1 = �(t
0

, t).

The matrix �(·, t
0

) is called fundamental solution of the (classical) ODE
x0 = bAx. 2

Proof. The existence of an absolutely continuous fundamental solution
�(·, t

0

), t
0

2 R, is shown in [Son98, C.4], there it is also shown (Remark
C.4.3) that �(·, t

0

) is smooth on intervals and has the above properties.
It remains to show that �(·, t

0

) is piecewise-smooth as defined in
Definition 2.2.12. Let T = { ⌧i 2 R | i 2 Z } be a locally finite set
such that bA =

P

i2Z Ai
[⌧i,⌧i+1) for some family of smooth matrices

(Ai)i2Z. For t
0

2 R and i 2 Z let �i(·, t0) be the fundamental solutions
of ẋ = Aix. Then �i(·, t) is smooth for all i 2 Z because each Ai is
smooth. Since the ODEs ẋ = bAx and ẋ = Aix are identical on the
interval [⌧i, ⌧i+1

), the fundamental solution restricted to this interval
are also identical if the initial time fulfills t 2 [⌧i, ⌧i+1

), hence �(s, t) =
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3. Regularity of distributional DAEs

�i(s, t) for all s, t 2 [⌧i, ⌧i+1

). For a fixed t
0

2 R this yields �(t, t
0

) =
�i(t, ⌧i)�(⌧i, t0) where i 2 Z is chosen such that t

0

2 [⌧i, ⌧i+1

). Now it
follows that

�(·, t
0

) =
X

i2Z

�

�i(·, ⌧i)�(⌧i, t0)
�

[⌧i,⌧i+1)
,

which shows that �(·, t
0

) as well is piecewise-smooth. Since �i(·, ⌧i) is
invertible over C1 it also follows that the inverse

�(·, t
0

)�1 =
X

i2Z

�

�(t
0

, ⌧i)�i(·, ⌧i)�1

�

[⌧i,⌧i+1)
,

is a piecewise-smooth matrix-function. qed

The following lemma is used later several times to show uniqueness
of solutions.

Lemma 3.3.3 (Unique trivial solution)

Let t
0

2 R, A 2 (D
pwC1)n, n 2 N and assume A[·]

(�1,t0) = 0. Then
only the trivial solution x = 0 fulfills

ẋ = Ax, x(t
0

�) = 0, (3.3.3)
2

Proof. Consider first some open interval (a, b) ✓ R for which A
(a,b)

is impulse free. Let x be any solution of (3.3.3) and define ⌘ :=
�

�(·, ⌧)�1

�

Dx, where �(·, ⌧) is the fundamental solution of the clas-
sical ODE ẋ = Aregx with initial time ⌧ 2 R as in Lemma 3.3.2. Then,
since x = �(·, ⌧)⌘,

ẋ = A
reg

�(·, ⌧)⌘ + �(·, ⌧)⌘̇,

hence
⌘̇ = �(·, ⌧)�1A[·]x

and, in particular,
(⌘̇)

(a,b) = 0.
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S. Trenn: Distributional DAEs

Using [Wal94, 6.II.Cor.] together with Proposition 2.2.10 yields that

⌘
(a,b) = C

(a,b)

where C = (t 7! c)D 2 D
pwC1 , c 2 Rn, is any constant distribution. As

a consequence this yields for all solutions x of (3.3.3) and for all open
intervals (a, b) ✓ R for which A

(a,b) is impulse free that

8 ⌧ 2 R 9c 2 Rn : x
(a,b) = (�(·, ⌧)D)

(a,b)c. (3.3.4)

Let T = { ti 2 R | i 2 N } with t
0

< t
1

< t
2

< . . . such that A[t] = 0
for all t /2 T . By induction it will be shown that x

(�1,ti)
= 0 for all

i 2 N. From (3.3.4) it follows that

x
(�1,t0) = (�(·, t

0

)D)
(�1,t0)

c

for some c 2 Rn. Since x(t
0

�) = 0 and �(·, t
0

)D(t
0

�) = �(t
0

, t
0

) = I it
follows that c = 0, hence

x
(�1,t0) = 0.

Assume now that x
(�1,ti)

= 0 for some i 2 N. Then

ẋ[ti] = (Ax)[ti] = A[ti]x + A
reg

x[ti],

since x(j)(ti�) = 0 for all j 2 N it follows from the definition of the
product that A[ti]x = 0, hence

ẋ[ti] = A
reg

x[ti].

Seeking a contradiction assume x[ti] 6= 0, i.e. x[ti] =
Pni

k=0

ai�
(k)

ti
, ni 2

N, for some a
1

, . . . , ani 2 Rn and with ani 6= 0, then

ẋ[ti] =
�

x(ti+)� x(ti�)
�

�ti +
ni
X

k=0

ai�
(k+1)

ti

!= A
reg

x[ti].

Since A
reg

x[ti] contains no term �(ni+1)

ti
the coe�cient vector ani must

be zero (see also Remark 2.1.14), which contradicts the assumption,
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3. Regularity of distributional DAEs

hence x[ti] = 0 and therefore ẋ[ti] = A
reg

x[ti] = 0. In particular,
x(ti+) = x(ti�) = 0. Invoking (3.3.4) with ⌧ = ti and x(ti+) = 0
yields x

(ti,ti+1) = 0. Altogether this shows x
(�1,ti+1) = x

(�1,ti)
+

x[ti] + x
(ti,ti+1) = 0 and the proof is complete. qed

Remark 3.3.4 (Impulses in the past)

If the condition A[·]
(�1,t0) = 0 is not fulfilled, then, in general, the

assertion of Lemma 3.3.3 is not true. This can be seen by the simple
distributional ODE ẋ = ��

0

x which has the solutions x = c
(�1,0),

c 2 R, hence, for t
0

> 0 the condition x(t
0

�) = 0 does not imply x = 0,
see also Remark 2.4.3. The underlying problem is that it is, in general,
not possible to solve distributional ODEs “backward” in time. 2

The matrix �t0 and the linear operator  t0 in the desired solution
formula x = �t0x0

+  t0(f), x
0

2 R will be given by the limits of
certain sequences. In the following lemma the existence of a general
family of limits is shown.

Lemma 3.3.5 (Convergence of a special sequence of distributions)

Let H,G 2 (D
pwC1)n⇥n, n 2 N, with H

reg

= 0 and H
(�1,t0) = 0 for

some t
0

2 R. Let (Si)i2N 2 ((D
pwC1)n⇥m)N, m 2 N, be some sequence

such that, for all i 2 N,

Si+1

� Si = G

Z

t0

H(Si � Si�1

),

where S�1

:= 0. Then (Si)i2N converges to some S 2 (D
pwC1)n⇥m as

i !1 and for all t 2 R there exists N 2 N such that, for all i � N ,

S
(�1,t) = (Si)

(�1,t). 2

Proof. By assumption, H =
P1

i=1

H[ti] for some t
1

, t
2

, . . . 2 R with
t
0

 t
1

< t
2

< . . . and ti !1 for i !1.
Step 1: It is shown that supp (Si+1

� Si) ✓ [ti+1

,1) for all i 2 N.
This assertion is shown by induction. By definition

S
1

� S
0

= G

Z

t0

HS
0

,
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and by Proposition 2.4.6(v) it follows that

supp HS
0

✓ supp H = {t
1

, t
2

, t
3

, . . .}.

Since t
0

 t
1

,

supp
Z

t0

HS
0

✓ [t
1

,1)

and invoking again Proposition 2.4.6(v) yields

supp (S
1

� S
0

) ✓ [t
1

,1).

Now assume supp (Si�Si�1

) ✓ [ti,1) for some i 2 N, then H[ti](Si�

Si�1

) = 0. Together with Proposition 2.4.6(v) this implies

supp H(Si � Si�1

) ✓ {ti+1

, ti+2

, . . .},

which analogously as above yields that supp
R

t0
H(Si�Si�1

) ✓ [ti+1

,1)
and

supp (Si+1

� Si) ✓ [ti+1

,1).

This concludes Step 1.
Step 2: Convergence of the sequence (Si) is shown.

For every test function ' 2 C1
0

there exists N 2 N such that supp' ✓
(�1, tN ), hence Si+1

(')� Si(') = 0 for all i � N , or equivalently,

Si(') = SN (').

This implies that the sequence (Si(')) 2 (Rn⇥m)N converges for every
test function ' 2 C

1
pw

, invoking Proposition 2.1.8 yields the asser-
tion. qed

Corollary 3.3.6 (Existence of �t0 and  t0)

Let t
0

2 R, A 2 (D
pwC1)n⇥n, n 2 N and assume that A[·]

(�1,t0) = 0.
Let �(·, t

0

) 2 (C1
pw

)n⇥n be the fundamental solution of the classical
ODE ẋ = Aregx as in Lemma 3.3.2. Define

�t0,0 := �(·, t
0

)D,

8i 2 N : �t0,i+1

:= �(·, t
0

)D + �(·, t
0

)
Z

t0

�(·, t
0

)�1A[·]�t0,i,
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and, for f 2 (D
pwC1)n,

 t0,0(f) := �(·, t
0

)
Z

t0

�(·, t
0

)�1f,

8i 2 N :  t0,i+1

(f) := �(·, t
0

)
Z

t0

�(·, t
0

)�1

�

f + A[·] t0,i(f)
�

.

Then
�t0 := lim

i!1
�t0,i 2 (D

pwC1)n⇥n

and

 t0 : (D
pwC1)n

! (D
pwC1)n : f 7! lim

i!1
 t0,i(f)

are well defined. 2

Having established the existence of the above limits it remains to
show that all solutions of (3.3.1) can be expressed as x = �t0x0

+ t0(f)
for some x

0

2 Rn.

Theorem 3.3.7 (Solution formula for distributional ODE)

Consider the distributional ODE (3.3.1) in standard form and assume
there exists t

0

2 R with A[·]
(�1,t0) = 0. Let the matrix �t0 2

(D
pwC1)n⇥n and the linear operator  t0 : (D

pwC1)n
! (D

pwC1)n be
given as in Corollary 3.3.6. Then x 2 (D

pwC1)n is a solution of (3.3.1)
if, and only if, there exists x

0

2 Rn with

x = �t0x0

+ t0(f). (3.3.5)

Furthermore, the matrix �t0 and the operator  t0 have the following
properties:

(i) �t0(t0�) = I,

(ii) dD
dt�t0 = A�t0 ,

(iii)  t0(f)(t
0

�) = 0,

(iv) dD
dt

�

 t0(f)
�

= A t0(f) + f .
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In particular, x given by (3.3.5) is the only solution with the property
x(t

0

�) = x
0

. 2

Proof. Step 1: The properties (i)-(iv) of �t0 and  t0 are shown.
Note that then any x given by (3.3.5) fulfills x(t

0

�) = x
0

.

(i) Since A[·]
(�1,t0) = 0, it follows from the definition of �t0 in Co-

rollary 3.3.6 that (�t0)(�1,t0) = (�(·, t
0

)D)
(�1,t0)

, where �(·, t
0

)
is the fundamental solution of the classical ODE ẋ = Aregx as in
Lemma 3.3.2. Hence �t0(t0�) = �(t

0

, t
0

) = I.

(ii) For i 2 N and �t0,i as in Corollary 3.3.6 the product rule (M3) of
the Fuchssteiner multiplication together with �(·, t

0

)0=Areg�(·, t
0

)
almost everywhere yields

dD
dt�t0,i+1

= (�(·, t
0

)D)0 +
✓

�(·, t
0

)
Z

t0

�(·, t
0

)�1A[·]�t0,i

◆0

= A
reg

�(·, t
0

)D + A
reg

�(·, t
0

)D

Z

t0

�(·, t
0

)�1A[·]�t0,i

+ �(·, t
0

)�(·, t
0

)�1A[·]�t0,i

= A
reg

�t0,i+1

+ A[·]�t0,i.

Taking the limit i ! 1 on both sides and invoking Proposi-
tion 2.1.8 together with the property

8' 2 C1
0

9N 2 N 8i � N : �t0,i(') = �t0(') (3.3.6)

gives
dD
dt�t0 = A

reg

�t0 + A[·]�t0 = A�t0 .

(iii) By definition,
⇣

R

t0
D
⌘

(t
0

�) = 0 for every piecewise-smooth dis-
tribution D 2 D

pwC1 . Multiplication from the left with a piece-
wise-smooth function does not change this property, hence, for
all i 2 N, f 2 (D

pwC1)n and  t0,i(f) as in Corollary 3.3.6,

 t0,i(f)(t
0

�) = 0,

81



3. Regularity of distributional DAEs

furthermore, by A[·]
(�1,t0) = 0,

�

 t0(f)
�

(�1,t0)
=
�

 t0,i(f)
�

(�1,t0)
,

hence
 t0(f)(t

0

�) =  t0,i(f)(t
0

�) = 0.

(iv) For  t0,i(f) as in Corollary 3.3.6, f 2 D
pwC1 and i 2 N, the

product rule (M3) of the Fuchssteiner multiplication and �(·, t
0

)0 =
A

reg

�(·, t
0

) almost everywhere yields

dD
dt

�

 t0,i+1

(f)
�

=
✓

�(·, t
0

)D

Z

t0

�(·, t
0

)�1

�

f + A[·] t0,i(f)
�

◆0

= A
reg

�(·, t
0

)D

Z

t0

�(·, t
0

)�1

�

f + A[·] t0,i(f)
�

+ �(·, t
0

)�(·, t
0

)�1

�

f + A[·] t0,i(f)
�

= A
reg

 t0,i+1

(f) + f + A[·] t0,i(f).

Taking the limit i ! 1 on both sides and invoking Proposi-
tion 2.1.8 together with the analogon of (3.3.6) yields

dD
dt

�

 t0(f)
�

= A
reg

 t0(f) + f + A[·] t0(f) = A t0(f) + f.

Step 2: It is shown that any x given by (3.3.5) is a solution of (3.3.1).
By properties (ii) and (iv) it follows that

ẋ =
�

�t0x0

+ t0(f)
�0 = A�t0x0

+ A t0(f) + f = Ax + f,

i.e. x is a solution of (3.3.1).
Step 3: It is shown that any solution of (3.3.1) is given by (3.3.5).

Let ⇠ 2 (D
pwC1)n be any solution of (3.3.1) and let x = �t0⇠(t0�) +

 t0(f). It must be shown that ⇠ = x or, equivalently, e := ⇠ � x = 0.
It is

ė = ⇠̇ � ẋ = A⇠ + f � (Ax + f) = Ae

and e(t
0

�) = ⇠(t
0

�)� x(t
0

�) = 0. Now Lemma 3.3.3 shows that

ė = Ae, e(t
0

�) = 0,

only has the trivial solution, hence the claim is shown. qed
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3.3.2 ITP solutions of distributional ODEs

Theorem 3.3.8 (DAE-regularity of distributional ODEs)

Every distributional ODE is DAE-regular. 2

Proof. By Proposition 3.1.5 and Corollary 3.2.3 it su�ces to consider
a distributional ODE (E,A) 2 ⌃n⇥n in standard form and the impulse
free case, i.e. E = I and A[·] = 0.

Let �(·, t
0

) : R ! Rn⇥n, t
0

2 R, be the fundamental solution of the
classical ODE ẋ = Aregx as in Lemma 3.3.2. It will be shown now that
the ITP

x
(�1,t0) = x0

(�1,t0)
,

ẋ
[t0,1)

= (Ax + f)
[t0,1)

,

where x0, f 2 (D
pwC1)n and t

0

2 R, has the unique solution

x = x0

(�1,t0)
+
✓

�(·, t
0

)Dx0(t
0

�) + �(·, t
0

)D

Z

t0

�(·, t
0

)�1

D f

◆

[t0,1)

.

It must first be shown, that ẋ
[t0,1)

= (Ax)
[t0,1)

. Corollary 2.3.5,
Proposition 2.4.8 and �(·, t

0

)0D = A�(·, t
0

)D yield

ẋ
[t0,1)

=�x0(t
0

�)�t0+

 

�(·, t
0

)0Dx0(t
0

�)+
✓

�(·, t
0

)D

Z

t0

�(·, t
0

)�1

D f

◆0
!

[t0,1)

+

0

B

B

B

@

�(·, t
0

)D(t
0

�)
| {z }

=I

x0(t
0

�)+
✓

�(·, t
0

)D

Z

t0

�(·, t
0

)�1

D f

◆

(t
0

�)
| {z }

=0

1

C

C

C

A

�t0

=
✓

A�(·, t
0

)Dx0(t
0

�) + A�(·, t
0

)D

Z

t0

�(·, t
0

)�1

D f + f

◆

[t0,1)
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3. Regularity of distributional DAEs

and, since A[t
0

] = 0,

(Ax + f)
[t0,1)

=
⇣

Ax0

(�1,t0)

⌘

[t0,1)

| {z }

=0

+
✓

A�(·, t
0

)Dx0(t
0

�) + A�(·, t
0

)D

Z

t0

�(·, t
0

)�1

D f + f

◆

[t0,1)

,

which shows that x is a solution of the ITP.
It remains to show that the proposed solution is unique. Assume

that x
1

, x
2

2 (D
pwC1)n are solutions of the same ITP, then e = x

1

�x
2

fulfills e
(�1,t0) = 0 and

ė
[t0,1)

= (Ae)
[t0,1)

.

Note that ė
(�1,t0) = 0 = (Ae)

(�1,t0), hence e is a solution of ė = Ae
with e(t

0

�) = 0 and Lemma 3.3.3 shows that e = 0, hence x as given
above is the only solution of the ITP. qed

The result of Theorem 3.3.8 is only of qualitative nature it is not
obvious how the solution of an ITP looks like, although all theoretical
results are already available. The following corollary summarizes all
the previous results and gives an explicit formula for an ITP solution
of a distributional ODE.

Corollary 3.3.9 (ITP solution of a distributional ODE)

Let (E,A) 2 ⌃n⇥n, n 2 N, be a distributional ODE and consider the
corresponding ITP with initial time t

0

2 R, initial trajectory x0

2

(D
pwC1)n and inhomogeneity f 2 (D

pwC1)n. Let bA := (E�1A)
(t0,1)

and choose b�t0 and b t0 for the distributional ODE ẋ = bAx as in
Theorem 3.3.7. Then the unique solution of the ITP is given by

x=x0

(�1,t0)
+
⇣

b�t0x
0(t

0

�)+b t0

⇣

E�1

�

f
[t0,1)

+A[t
0

]x0

�E[t
0

]ẋ0

�

⌘⌘

[t0,1)

.

2
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3.3.3 On the dimension of the solution space of distributional
ODEs

For classical ODEs ẋ = Ax with some (measurable) matrix function
A : R ! Rn⇥n, n 2 N, it is well known that the solution space of ẋ =
Ax is isomorphic to Rn, in particular its dimension is n. Theorem 3.3.7
shows that this property remains true provided there exists t

0

2 R such
that A[·]

(�1,t0) = 0 in (3.3.1), i.e. the following corollary holds:

Corollary 3.3.10 (Dimension of solution space for impulse-free past)

Consider a distributional ODE (E,A) 2 ⌃n⇥n and assume there exists
t
0

2 R such that (E�1A)[·]
(�1,t0) = 0. Then

dim { x 2 (D
pwC1)n

| Eẋ = Ax } = n. 2

The following example shows that the condition (E�1A)[·]
(�1,t0) = 0

for some t
0

2 R is important in the above result.
Example 3.3.11 (Distributional ODE with trivial solution space)

Consider the distributional ODE

ẋ = �

X

i2Z
�ix.

First observe that ẋ
(i,i+1)

= 0 for all i 2 Z, hence, with the same
argument as in the proof of Lemma 3.3.3, it follows that x must be
constant on (i, i + 1), i 2 Z. Evaluating the impulsive term at i 2 Z
yields

�

x(i+)�x(i�)
�

�i+
�

x[i])0 = x(i�)�i, hence x(i+) = and x[i] = 0
for all i 2 R. Altogether this implies that only the trivial solution x = 0
solves the above distributional ODE, hence

dim { x 2 (D
pwC1)n

| Eẋ = Ax } = 0. 2

For the space of consistent solutions there is at least an upper bound
for the dimension as the following proposition shows.
Proposition 3.3.12 (Upper bound for solution space)

Every distributional ODE (E,A) 2 ⌃n⇥n satisfies

dim { x 2 (D
pwC1)n

| Eẋ = Ax }  n. 2
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3. Regularity of distributional DAEs

Proof. Without restriction assume E = I. For a given coe�cient mat-
rix A, Corollary 3.3.9 reveals that the solutions on [t

0

,1), t
0

2 R, only
depend on x(i)(t

0

�), i 2 N. Observe that

ẋ(t
0

�) = A(t
0

�)x(t
0

�)
ẍ(t

0

�) = (Ax)0(t
0

�) = A0(t
0

�)x(t
0

�) + A(t
0

�)ẋ(t
0

�)

= (A0 + A2)(t
0

�)x(t
0

�)
...

x(i)(t
0

�) = (Ax)(i�1)(t
0

�) =
i�1

X

j=0

�

i�1

j

�

A(i�1�j)(t
0

�)x(j)(t
0

�),

hence, inductively, all derivatives x(i)(t
0

�), i 2 N, are determined by
x(t

0

�). Altogether this implies that for two consistent solutions x1, x2

of the distributional ODE (3.3.1) the following implication holds for all
t
0

2 R:
x1(t

0

�) = x2(t
0

�) ) x1

[t0,1)

= x2

[t0,1)

. (3.3.7)

Let x
1

, x
2

, . . . , xk 2 (D
pwC1)n, k 2 N, be linearly independent solu-

tions of (3.3.1) and let X := [x
1

, x
2

, . . . , xk] 2 (D
pwC1)n⇥k. It will be

shown that there exist a t
0

2 R such that X(t
0

�) has full column rank
and, therefore, k  n holds.

For t 2 R let Kt := kerX(t�) ✓ Rk, then, by (3.3.7) and linearity,

8↵ 2 Kt : X
[t,1)

↵ = 0,

hence
8s � t : Ks ◆ Kt.

Let K :=
T

t2R Kt and, seeking a contradiction, assume K 6= {0}. For
↵ 2 K \ {0} it holds that

8t 2 R : X
[t,1)

↵ = 0,

hence X↵ = 0 which contradicts the linear independence of x
1

, x
2

, . . .,
xk. Therefore, K = {0}. This implies that there exists t

0

2 R such
that Kt0 = {0} or, equivalently, that X(t

0

�) has full column rank. qed
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Consider now ITP solutions for a distributional ODE (E,A) 2 ⌃n⇥n,
then a direct consequence from Corollary 3.3.9 is the following result.

Corollary 3.3.13 (Dimension of solution space, impulse free case)

Let (E,A) 2 ⌃n⇥n be a distributional ODE with E[t
0

] = 0 = A[t
0

] for
t
0

2 R. Then

dim
�

x
[t0,1)

�

� (Eẋ)
[t0,1)

= (Ax)
[t0,1)

 

= n 2

The following examples show what could happen when the assump-
tion E[t

0

] = 0 = A[t
0

] does not hold.

Examples 3.3.14 (Dimension of ITP solution space)

In the following, distributional ODEs (E,A) 2 ⌃n⇥n and the corres-
ponding ITPs with initial time t

0

and initial trajectory x0

2 (D
pwC1)n

are considered.

(i) Let E = I and A = ��
0

I, then all solutions x 2 (D
pwC1)n of the

ITP fulfill x
[t0,1)

= 0, hence

dim
�

x
[t0,1)

�

� (Eẋ)
[t0,1)

= (Ax)
[t0,1)

 

= 0.

(ii) Let E = I + �
0

I and A = 0, then all solutions x 2 (D
pwC1)n of

the ITP fulfill

x
[t0,1)

=
�

x0(t
0

�)� ẋ0(t
0

�)
�

[t0,1)D

hence the solution depends also on the derivative of the initial
trajectory, however the dimension of the solution space is not 2n
but remains n:

dim
�

x
[t0,1)

�

� (Eẋ)
[t0,1)

= (Ax)
[t0,1)

 

= n.

(iii) Let E = I, A = �0
0

I, then all solutions x 2 (D
pwC1)n of the ITP

fulfill

x
[t0,1)

=
�

x0(t
0

�)� ẋ0(t
0

�)
�

[t0,1)D + x(t
0

�)�t,
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again the solution depends on the derivative of the initial tra-
jectory but this time this increases the dimension of the solution
space:

dim
�

x
[t0,1)

�

� (Eẋ)
[t0,1)

= (Ax)
[t0,1)

 

= 2n.

Note that the dimension of the solution space can be arbitrarily
high, just replace �0

0

above by �(k)

0

for some k 2 N. 2

There is a similar result as Proposition 3.3.12 for ITP solutions, but
it only holds when one considers the solution in the “strict” future, i.e.
the restriction of the solution to the open interval (t

0

,1).

Proposition 3.3.15 (Upper bound for dimension)

Consider a distributional ODE (E,A) 2 ⌃n⇥n, n 2 N, with initial time
t
0

2 R, then

dim
�

x
(t0,1)

�

� (Eẋ)
[t0,1)

= (Ax)
[t0,1)

 

 n. 2

Proof. From (3.3.4) together with the regularity of a distributional
ODE, it follows that x

(t0,1)

is uniquely given by x(t
0

+), hence the
dimension of the solution space for x

(t0,1)

fulfills

dim
�

x
(t0,1)

�

� (Eẋ)
[t0,1)

= (Ax)
[t0,1)

 

= dim { x
0

2 Rn
| 9 ITP solution x with x(t

0

+) = x
0

}  n. qed

3.4 Pure distributional DAEs
Definition 3.4.1 (Pure distributional DAE)

A DAE (E,A) 2 ⌃n⇥n, n 2 N, is called a pure distributional DAE if,
and only if, A is invertible and (A�1E)

reg

is a strictly lower triangular
matrix. A pure distributional DAE is in standard form if, and only if,
A = I. 2

As in Section 3.3.1, it su�ces to consider the pure distributional DAE
in standard form

Nẋ = x + f, (3.4.1)
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where N 2 (D
pwC1)n⇥n is such that N

reg

is a strictly lower triangular
matrix. The key “ingredient” of the solution theory for pure distribu-
tional DAEs is the following lemma.

Lemma 3.4.2 (Nilpotency of N dD
dt )

Let N 2 (D
pwC1)n⇥n, n 2 N, and assume that N

reg

is a strictly lower
triangular matrix. Consider the linear operator

N dD
dt : (D

pwC1)n
! (D

pwC1)n, x 7!
�

N dD
dt

�

(x) = Nẋ

with its corresponding functional power
�

N dD
dt

�i
: (D

pwC1)n
!(D

pwC1)n,
i 2 N. Then N dD

dt is nilpotent, i.e. there exists ⌫ 2 N such that
(N dD

dt )⌫ = 0. 2

Proof. In the following a square matrix M 2 Rn⇥n, n 2 N, is called
lower triangular of order i 2 N if, and only if, Mkl = 0 for all k, l 2 N
with k < l + i. Note that any lower triangular matrix is a lower trian-
gular matrix of order zero and a lower triangular matrix of order i � n
is the zero matrix. Furthermore, the product of two lower triangular
matrices M

1

, M
2

of orders i
1

, i
2

2 N, resp., is a lower triangular matrix
of order i

1

+ i
2

.
To prove the Lemma, it is shown inductively that, for ⌫ 2 N,

�

N dD
dt

�⌫
=

⌫
X

i=0

0

@M⌫,i +
⌫�1

X

k=0

m⌫,i,k
X

j=1

P⌫,i,k,jH⌫,i,k,jQ⌫,i,⌫�1�k,j

1

A (dD
dt )i,

where m⌫,i,k 2 N, M⌫,i 2 Dn⇥n
pwC1 is a lower triangular matrix of order ⌫.

The matrices P⌫,i,k,j 2 Dn⇥n
pwC1 and Q⌫,i,⌫�1�k,j 2 Dn⇥n

pwC1 are impulse-
free and lower triangular matrices of order k and ⌫�1�k, resp., finally,
H⌫,i,k,j = H⌫,i,k,j [·] 2 Dn⇥n

pwC1 is a purely impulsive matrix.
Since

�

N dD
dt

�

0

= id = I
�

dD
dt

�

0

,

and I 2 Dn⇥n
pwC1 is a lower triangular matrix of order 0 the claim is

shown for ⌫ = 0 with M
0,0 = I. Now assume that the claim holds for
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some ⌫ 2 N, then

�

N dD
dt

�⌫+1

= (N
reg

+ N [·])
⇣

�

N dD
dt

�⌫
⌘0

=
⌫
X

i=0

0

@(N
reg

+ N [·])M 0
⌫,i +

+
⌫�1

X

k=0

m⌫,i,k
X

j=1

N
reg

(P⌫,i,k,j)0H⌫,i,k,jQ⌫,i,⌫�1�k,j

+
⌫�1

X

k=0

m⌫,i,k
X

j=1

N
reg

P⌫,i,k,j

�

H⌫,i,k,j

�0
Q⌫,i,⌫�1�k,j

+
⌫�1

X

k=0

m⌫,i,k
X

j=1

N
reg

P⌫,i,k,jH⌫,i,k,j(Q⌫,i,⌫�1�k,j)0
1

A (dD
dt )i

+
⌫
X

i=0

0

@(N
reg

+ N [·])M⌫,i +

+
⌫�1

X

k=0

m⌫,i,k
X

j=1

N
reg

P⌫,i,k,jH⌫,i,k,jQ⌫,i,⌫�1�k,j

1

A (dD
dt )i+1

=
⌫+1

X

i=0

0

@M⌫+1,i +

+
⌫
X

k=0

m⌫+1,i,k
X

j=1

P⌫+1,i,k,jH⌫+1,i,k,jQ⌫+1,i,⌫�k,j

1

A (dD
dt )i,

where

M⌫+1,0 = N
reg

M 0
⌫,0,

M⌫+1,i = N
reg

M 0
⌫,i + N

reg

M⌫,i-1, i = 1, . . . , ⌫

M⌫+1,⌫+1

= N
reg

M⌫,⌫ ,
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P⌫+1,i,0,1 = I, i = 0, . . . , ⌫ + 1
H⌫+1,i,0,1 = N [·], i = 0, . . . , ⌫ + 1
Q⌫+1,0,⌫,1 = (M 0

⌫,i)reg,

Q⌫+1,i,⌫,1 = (M 0
⌫,i + M⌫,i-1)reg i = 1, . . . , ⌫

Q⌫+1,⌫+1,⌫,1 = (M⌫,⌫)
reg

,

m⌫+1,i,0 = 1, i = 0, . . . , ⌫ + 1

and for k = 1, . . . , ⌫,

m⌫+1,0,k = 3m⌫,0,k-1

,

m⌫+1,i,k = 3m⌫,i,k-1

+ m⌫,i-1,k-1

, i = 1, . . . , ⌫

m⌫+1,⌫+1,k = m⌫,⌫,k-1

,

P⌫+1,⌫+1,k,j = N
reg

P⌫,⌫,k-1,j , j = 1, . . . ,m⌫,⌫,k-1

,

H⌫+1,⌫+1,k,j = H⌫,⌫,k-1,j , j = 1, . . . ,m⌫,⌫,k-1

,

Q⌫+1,⌫+1,⌫-k,j = Q⌫,⌫,⌫-k,j , j = 1, . . . ,m⌫,⌫,k-1

,

and additionally for i = 0, . . . , ⌫

P⌫+1,i,k,3j-2 = N
reg

(P 0⌫,i,k-1,j)reg, j = 1, . . . ,m⌫,i,k-1

,

H⌫+1,i,k,3j-2 = H⌫,i,k-1,j , j = 1, . . . ,m⌫,i,k-1

,

Q⌫+1,i,⌫-k,3j-2 = Q⌫,i,⌫-k,j , j = 1, . . . ,m⌫,i,k-1

,

P⌫+1,i,k,3j-1 = N
reg

P⌫,i,k-1,j , j = 1, . . . ,m⌫,i,k-1

,

H⌫+1,i,k,3j-1 = H 0
⌫,i,k-1,j , j = 1, . . . ,m⌫,i,k-1

,

Q⌫+1,i,⌫-k,3j-1 = Q⌫,i,⌫-k,j , j = 1, . . . ,m⌫,i,k-1

,

P⌫+1,i,k,3j = N
reg

P⌫,i,k-1,j , j = 1, . . . ,m⌫,i,k-1

,

H⌫+1,i,k,3j = H⌫,i,k-1,j , j = 1, . . . ,m⌫,i,k-1

,

Q⌫+1,i,⌫-k,3j = (Q0⌫,i,⌫-k,j)reg, j = 1, . . . ,m⌫,i,k-1

,

P⌫+1,i,k,j+3m⌫,i,k-1 = N
reg

P⌫,i-1,k-1,j , i 6= 0, j = 1, . . . ,m⌫,i-1,k-1

,

H⌫+1,i,k,j+3m⌫,i,k-1 = H⌫,i-1,k-1,j , i 6= 0, j = 1, . . . ,m⌫,i-1,k-1

,

Q⌫+1,i,⌫-k,j+3m⌫,i,k-1 = Q⌫,i-1,⌫-k,j , i 6= 0, j = 1, . . . ,m⌫,i-1,k-1

.
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This proves the claim. For ⌫ � n it is M⌫,i = 0 for all i = 0, . . . , ⌫,
furthermore for ⌫ � 2n either k � n or ⌫ � 1 � k � n, hence either
P⌫,i,k,j = 0 or Q⌫,i,⌫�1�k,j = 0. Altogether this yields for ⌫ � 2n

(N dD
dt )⌫ = 0. qed

It is now very simple to characterize all solutions of the pure DAE
(3.4.1): the pure DAE in standard form (3.4.1) can be rewritten as a
linear operator equation

(N dD
dt � I)(x) = f,

and since by Lemma 3.4.2 the operator N dD
dt is nilpotent it is easy to

see that the operator (N dD
dt � I) : (D

pwC1)n
! (D

pwC1)n is bijective
with inverse operator

(N dD
dt � I)�1 = �

⌫�1

X

i=0

(N dD
dt )i,

where ⌫ 2 N is such that (N dD
dt )⌫ = 0. This already yields the following

theorem.
Theorem 3.4.3 (Unique solution of pure distributional DAE)

Every pure distributional DAE (E,A) 2 ⌃n⇥n with inhomogeneity
f 2 (D

pwC1)n is uniquely solvable and its solution is given by

x = �

⌫�1

X

i=0

(A�1E dD
dt )i(A�1f),

where ⌫ 2 N is such that (A�1E dD
dt )⌫ = 0. In particular, the homogen-

eous pure distributional DAE has only the trivial solution. 2

Proof. Clearly, x solves Eẋ = Ax+f if, and only if, x solves A�1Eẋ =
x + A�1f . By Definition (A�1E)

reg

is a strictly lower triangular mat-
rix and Lemma 3.4.2 yields the above mentioned invertibility of the
operator (A�1E dD

dt � I). qed
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Corollary 3.4.4 (DAE-regularity of pure distributional DAEs)

Every pure distributional DAE is DAE-regular. In particular, for any
pure distributional DAE (E,A) 2 ⌃n⇥n, n 2 N, with inhomogeneity
f 2 (D

pwC1)n the corresponding ITP with initial time t
0

2 R and
initial trajectory x0

2 (D
pwC1)n has the unique solution

x = �

⌫�1

X

i=0

�

(A�1E)
[t0,1)

dD
dt

�i�
f
[t0,1)

�x0

(�1,t0)
+A�1[t

0

](Eẋ0

�Ax0)
�

,

where ⌫ 2 N is such that (A�1E)⌫ = 0. 2

Proof. Consider first a pure DAE in standard form (3.4.1) with initial
time t

0

2 R and initial trajectory x0

2 (D
pwC1)n. By Theorem 3.1.7

(N, I) is DAE-regular if, and only if,

N
itp

ẋ = x + f
itp

,

is uniquely solvable, where N
itp

= N
[t0,1)

and f
itp

= x0

(�1,t0)
+f

[t0,1)

.
Since the latter equation is itself a pure distributional DAE, The-
orem 3.4.3 shows that there exists a unique solution. Proposition 3.1.5
yields that also general pure distributional DAEs are regular and simple
calculations in the spirit of Remark 3.1.6 yield the explicit solution for-
mula. qed

This section will be concluded with a result on the dimension of
the solution spaces of homogeneous pure distributional DAEs, i.e. pure
distributional DAEs (3.4.1) for which the inhomogeneity f is zero.
Proposition 3.4.5 (Dimension of solutions space)

Consider a pure distributional DAE (E,A) 2 ⌃n⇥n.

(i) dim { x 2 (D
pwC1)n

| Eẋ = Ax } = 0.

(ii) dim
�

x
(t01)

2 (D
pwC1)n

�

� (Eẋ)
[t0,1)

= (Ax)
[t0,1)

 

= 0 for any
t
0

2 R.

(iii) If E[t
0

] = 0 = A[t
0

] for some t
0

2 R, then

dim
�

x
[t0,1)

�

� (Eẋ)
[t0,1)

= (Ax)
[t0,1)

 

 dim im
�

A�1E
�

(t
0

+). 2
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3. Regularity of distributional DAEs

Proof. The first two dimension formulae follow directly from the expli-
cit solution formulae given in Theorem 3.4.3 and Corollary 3.4.4.

To prove (iii), let N := A�1E. Then the solution of the ITP with
initial time t

0

2 R and initial trajectory x0

2 (D
pwC1)n is given by

x =
⌫�1

X

i=0

(N
[t0,1)

dD
dt )ix0

(�1,t0)
.

The assumption E[t
0

] = 0 = A[t
0

] implies that N [t
0

] = 0, hence

N
[t0,1)

dD
dt x0

(�1,t0)
= N

[t0,1)

(ẋ0

(�1,t0)
� x0(t

0

�)�t0)

= �N(t
0

+)x0(t
0

�)�t0

and it easily follows that

⌫�1

X

i=2

(N
[t0,1)

dD
dt )i�1N(t

0

+)x0(t
0

�)�t0 = Mt0N(t
0

+)x0(t
0

�),

for some distributional matrix Mt0 2 D{t0} with point support. There-
fore,

x
[t0,1)

= (I + Mt0)N(t
0

+)x0(t
0

�)

and the claim follows. qed

Remark 3.4.6 (Exact dimension of solution space)

Let (E,A) 2 ⌃n⇥n be a pure distributional DAE with E[·] = 0 = A[·]
and let N := A�1E and choose ⌫ 2 R such that (N dD

dt )⌫ = 0. It is
possible (but also very technical) to calculate matrices Mt0,j 2 Rn⇥n,
j = 0, . . . , ⌫�1, which only depend on N (i)(t

0

+), i = 0, . . . , ⌫�1, such
that

x
[t0,1)

=
⌫�1

X

i=0

(N
[t0,1)

dD
dt )ix0

(�1,t0)
=

⌫�1

X

j=0

Mt0,jx(t
0

�)�
0

.

The dimension of the solution space is then exactly given by

dim
�

x
[t0,1)

�

� (Eẋ)
[t0,1)

= (Ax)
[t0,1)

 

= max
j

dim im Mt0,j .
2
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As an illustration of the above results consider the following ex-
amples, in particular it is shown that if the assumption A[t

0

] = 0 =
E[t

0

] does not hold, then the dimension of the solution space as in
Proposition 3.4.5(iii) can be arbitrarily large.

Example 3.4.7 (ITP solution space for pure distributional DAEs)

Consider the pure distributional DAE (3.4.1) in standard form with
N 2 (D

pwC1)n⇥n and let t
0

2 R and x0

2 (D
pwC1)n be some initial

time and some initial trajectory.

(i) Let N 2 Rn⇥n be some constant nilpotent matrix, then it follows
that

x
[t0,1)

=
n�1

X

i=0

N ix(t
0

�)�(i)
t0 ,

hence the dimension of the solution space for x
[t0,1)

is exactly
dim im N(t

0

+) = dim imN .

(ii) Let n = 1 and N = �(k)

0

2 D
pwC1 for some k, then

x
[t0,1)

= �(k)

0

ẋ0

(�1,t0)
=

k
X

i=0

(�1)i(x0)(i+1)(t
0

�)�(k�i)
t ,

hence, by 2.1.14, the solution space has dimension k + 1, i.e. the
dimension can be arbitrarily large. 2

3.5 Generalized Weierstraß form

A direct consequence of Proposition 3.2.2 together with Theorem 3.3.8
and Corollary 3.4.4 is the following result.

Corollary 3.5.1 (Generalized Weierstraß form)

Consider a distributional DAE (E,A) 2 ⌃n⇥n, n 2 N. If there exist in-
vertible matrices S, T 2 (D

pwC1)n⇥n, a locally finite set {ti 2 R |i 2 Z},
a family of matrices Ji 2 (C1

pw

)ni⇥ni , i 2 Z, 0  ni  n, and a family of
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strictly lower triangular matrices Ni 2 (C1
pw

)(n�ni)⇥(n�ni), i 2 Z, such
that

�

(SET )
reg

, (SAT � SET 0)
reg

�

=

 

X

i2Z



I
NiD

�

[ti,ti+1)

,
X

i2Z



JiD
I

�

[ti,ti+1)

!

, (3.5.1)

then (E,A) is DAE-regular. In the following (3.5.1) will be called
generalized Weierstraß form. 2

It is still an open question whether the existence of a generalized
Weierstraß form for a distributional DAE (E,A) 2 ⌃n⇥n is also a
necessary condition for DAE-regularity of (E,A). However, there are
special cases where DAE-regularity is equivalent to the existence of a
generalized Weierstraß form.

Theorem 3.5.2 (Piecewise-constant coe�cients)

Let (E,A) =
�

P

i2Z Ei
[ti,ti+1),

P

i2Z Ai
[ti,ti+1)

�

where { ti 2 R | i 2 Z }

is a locally finite set and each matrix pair (Ei, Ai) 2 Rn⇥n
⇥ Rn⇥n,

n 2 N, i 2 Z, is constant. Then the corresponding distributional
DAE (E,A) is DAE-regular if, and only if, (Ei, Ai) is regular in the
classical sense, i.e. det(Eis�Ai) 2 R[s]\{0}, for all i 2 Z. In particular,
the corresponding distributional DAE (E,A) is DAE-regular if, and
only if, it can be put into the generalized Weierstrass normal form
(3.5.1). Furthermore, for two solutions x, y 2 (D

pwC1)n the following
implication holds for all t

0

2 R

x(t
0

�) = y(t
0

�) ) x
[t0,1)

= y
[t0,1) 2

Proof. It is well known that any matrix pair (Ei, Ai) 2 Rn⇥n
⇥ Rn⇥n,

i 2 Z, is regular in the classical sense if, and only if, there exists
invertible matrices Si, Ti 2 Rn⇥n such that (Ei, Ai) is put into the
Weierstraß normal form:

(SiEiTi, SiAiTi) =
✓

I 0
0 Ni

�

,



Ji 0
0 I

�◆
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where Ji 2 Rni,1⇥ni,1 , ni,1 2 N, and Ni 2 R(n�ni,1)⇥(n�ni,1) are matri-
ces in (real) Jordan normal form, Ni is nilpotent and I stands for dif-
ferent identity matrices of appropriate size. Let S =

P

i2Z Si
[ti,ti+1) and

T =
P

i2Z Ti
[ti,ti+1), then clearly (SET, SAT�SET 0)

reg

= (SET, SAT )
is in generalized Weierstraß form (3.5.1) and Corollary 3.5.1 implies
that the corresponding distributional DAE (E,A) is DAE-regular. If
for some i 2 Z the matrix pair (Ei, Ai) is not regular in the classical
sense it can be shown, see e.g. [KM06, Thm 2.14], that there exist non-
trivial solutions of the homogeneous DAE Eiẋ = Aix with x

(1,ti)
= 0,

hence (E,A) is not uniquely solvable and therefore (E,A) is not DAE-
regular.

To show that each solutions x is uniquely defined on [t
0

,1) by its
value x(t

0

�) it su�ces to consider the single constant coe�cient ITP

(Eẋ)
[t0,1)

= (Ax)
[t0,1)

,

x
(�1,t0) = x0

(�1,t0)
,

(3.5.2)

where x0

2 D
pwC1 is an arbitrary initial trajectory and (E,A) is some

regular matrix pair. It will be shown that x
[t0,1)

only depends on
x(t

0

�), the claim of Theorem 3.5.2 follows then easily by induction.
Since (E,A) is regular, there exist matrices S and T such that

(SET, SAT ) =
�

[ I 0

0 N ], [ J 0

0 I ]
�

for some nilpotent matrix N 2 Rn2⇥n2 ,
n

2

2 N, and some matrix J 2 Rn1⇥n1 , n
1

= n� n
2

. Let z = T�1x and
z0 = T�1x0, then, clearly, x solves (3.5.2) if, and only if, z = T�1x
solves

✓

I 0
0 N

�

ż

◆

[t0,1)

=
✓

J 0
0 I

�

z

◆

[t0,1)

,

z
(�1,t0) = z0

(�1,t0)
.

The solution z is now given by two independent solutions of a dis-
tributional ODE and a pure distributional DAE, since the coe�cient
matrices are impulse free, the solution formulae from Corollary 3.3.9
and Corollary 3.4.4 reveal that z

[t0,1)

only depends on z0(t
0

�) which
implies that every solution x of the ITP (3.5.2) is uniquely given by
x0(t

0

�). qed
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In the following, DAEs with real analytical coe�cients will be con-
sidered. A function f : R ! R is called real analytical at t 2 R if, and
only if, all derivatives f (i)(t), i 2 N at t exists and if there exists " > 0
such that

8⌧ 2 (�", ") : f(t + ⌧) =
X

i2N

f(i)
(t)

i! ⌧ i.

A function f : R ! R is called real analytical on some interval H ✓ R
if, and only if f is real analytical at t for all t 2 H. For later results
the following lemma is needed.
Lemma 3.5.3

Let f : R ! R be real analytical on some closed interval [s, t] ✓ R,
then there exists a smooth g 2 C1 such that g

[s,t] = f
[s,t]. 2

Proof. By analyticity of f there exists " > 0 such that f(s � ⌧) =
P

i2N
f(i)

(s)
i! ⌧ i and f(t + ⌧) =

P

i2N
f(i)

(t)
i! ⌧ i for all 0  ⌧ < ", hence

f is smooth on (s � ", t + "), see e.g. [AE05, Cor. V.3.2]. Choose a
smooth function "/2

[s,t] 2 C

1 such that "/2

[s,t](⌧) = 1 for all ⌧ 2 [s, t]

and "/2

[s,t](⌧) = 0 for all ⌧ 2 R\(s� "/2, t + "/2). Then g := "/2

[s,t]f is
smooth and g

[s,t] = f
[s,t]. qed

In view of [CP83], a matrix pair (E,A) with real analytical coe�-
cients on some closed interval [s, t] ✓ R is called analytically solvable on
the interval [s, t] if and only if for all smooth f : [s, t] ! C

1 there exists
a classical solution x : [s, t] ! Rn of Eẋ = Ax + f and all solutions are
uniquely determined by the value x(t

0

) for any fixed t
0

2 [s, t].
In [CP83] it is shown that the matrix pair (E,A) is analytically

solvable on R if, and only if, there exists invertible matrix functions
S, T : R ! Rn⇥n which are real analytical on [s, t] such that, on the
interval [s, t],

(SET, SAT � SET 0) =
✓

I 0
0 N

�

,



J 0
0 I

�◆

, (3.5.3)

where J is some real analytical matrix function and N is a strictly
lower triangular real analytical matrix function. With this result the
following corollary can be shown easily.
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Corollary 3.5.4

Let (E,A) =
�

P

i2Z Ei
[ti,ti+1),

P

i2Z Ai
[ti,ti+1)

�

where { ti 2 R | i 2 Z }

is a locally finite set and each matrix pair (Ei, Ai) : R ! Rn⇥n
⇥Rn⇥n,

n 2 N, i 2 Z, is real analytical and analytically solvable on [ti, ti+1

].
Then the corresponding distributional DAE (E,A) is DAE-regular. 2

Proof. Since each (Ei, Ai), i 2 Z, is analytically solvable there exist
invertible matrices Si, Ti which are analytical on [ti, ti+1

] such that
(3.5.3) holds. With S =

P

i2Z Si
[ti,ti+1) and T =

P

i2Z Ti
[ti,ti+1) it

follows that (SET, SAT � SET 0)
reg

is in generalized Weierstraß form
(3.5.1). qed

It remains unclear whether DAE-regularity implies analytical solvab-
ility for analytical coe�cients: for analytical solvability it is assumed
that any local solution can be extended to a solution on the whole
corresponding interval, but for DAE-regularity it is only assumed that
solutions can uniquely be extended into the future. Furthermore, DAE-
regularity guaranties the existence of local solution for arbitrary in-
homogeneities, but it only guarantees existence of distributional solu-
tions and it is not clear in general when these are actually classical
solutions.
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4 Switched DAEs

4.1 System class and motivation

In this section switched di↵erential algebraic equations (switched DAEs)
of the form

E�ẋ = A�x (4.1.1)

will be studied, here � : R ! {1, . . . , N}, N 2 N, is a switching signal
and Ep, Ap 2 Rn⇥n, n 2 N, are constant coe�cient matrices for each
parameter p 2 {1, . . . , N}.

Switched DAEs occur, for example, in modeling electrical circuits
with switches or when modeling possible faults in systems where each
(faulty and non-faulty) configuration is described by a classical DAE
Eẋ = Ax with constant matrices E,A 2 Rn⇥n.

Throughout this section the following two assumptions will be made.

Assumptions

Consider the switched DAE (4.1.1).

(S1) The switching signal � : R ! {1, 2, . . . , N} is piecewise-constant
with a locally finite set of jump points and right-continuous.

(S2) Each matrix pair (Ep, Ap), p = 1, . . . , N , is regular, i.e. det(sEp�

Ap) 2 R[s] \ {0}. 2

These assumption ensure that the switched DAE (4.1.1) corresponds
to a regular distributional DAE as introduced in Section 3.1, i.e. for
each initial trajectory there exists a unique distributional solution of
the initial trajectory problem, see Theorem 3.5.2.

A first aim of this section is to give easy to check conditions which
ensure that all solutions of the switched DAE (4.1.1) are impulse free.
In electrical circuits, impulses occur as sparks and often lead to the
destruction of some components, therefore it is important to analyze
circuits with respect to the ability to produce impulses. Furthermore,
switches might be induced by faults, hence the switching signal is not
known and therefore the results will be independent of the switching
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signal. In addition, a simple condition will be given, which ensures
that jumps do not occur in the state variables, i.e. a condition that
guaranties that all solutions are actually classical solutions. The con-
ditions for impulse and/or jump freeness of the solutions of (4.1.1) are
formulated in terms of so called consistency projectors. It is possible
to construct these projectors directly in terms of the matrices (Ep, Ap),
p = 1, . . . , N ; it is not necessary to explicitly calculate some normal
form (see Definition 4.2.5 together with Theorem 4.2.4).

A second aim is to study the stability of switched DAEs (4.1.1).
When each matrix Ep is invertible, (4.1.1) reduces to a more familiar
switched ordinary di↵erential equation (switched ODE), or switched
system. The stability theory of switched ODEs has received consider-
able attention in the last couple of decades, and is now relatively ma-
ture. In particular, it is well known that switching among stable subsys-
tems may lead to instability; a switched system is asymptotically stable
under arbitrary switching if (and only if) the subsystems share a com-
mon Lyapunov function; and stability is preserved under su�ciently
slow switching, as can be shown using multiple Lyapunov functions
(one for each subsystem). The reader is referred to the book [Lib03]
for these and other results on switched systems and for an extensive
literature overview.

On the other hand, an investigation of stability questions for switched
DAEs by similar methods has not yet appeared in the literature. In Sec-
tion 4.3, Lyapunov-based su�cient conditions for stability of switched
DAEs are established. In the special case of switched ODEs, the res-
ults reduce to the known results mentioned above. However, it will
be demonstrated by means of examples that the presence of algebraic
constraints leads to new types of instability mechanisms.

4.2 Impulse free solutions

As mentioned above the aim of this section is to give conditions for
which the switched DAE (4.1.1) has impulse free solutions. Firstly the
so called Quasi-Weierstrass form together with a special sequence of
subspaces will be introduced. This makes the definition of the so called
consistency projectors possible, which play a fundamental role for the
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formulation of the sought conditions for impulse free solutions.

4.2.1 The Quasi Weierstraß form

It is well known that for a regular matrix pair (E,A) 2 Rn⇥n
⇥ Rn⇥n

there exists invertible matrices S, T 2 Cn⇥n such that (SET, SAT ) =
([ I

N ] , [ J
I ]), where J 2 Cn1⇥n1 , n

1

2 N, is in Jordan canonical form
and N 2 Cn2⇥n2 , n

2

:= n�n
2

, is a nilpotent matrix in Jordan canonical
form. However, the proofs of this result are in general not constructive
and the matrices S and T cannot be given easily in terms of the original
matrices E and A.

In most situations it is not necessary that the matrices J and N are
in Jordan canonical form, in fact, this assumption often yield complex-
valued matrices which might not be desirable if one starts with real
valued matrices E and A. In the following, real-valued invertible ma-
trices S, T 2 Rn⇥n will be constructed such that the matrix pair (E,A)
is put into the Quasi Weierstraß form

(SET, SAT ) =
✓

I 0
0 N

�

,



J 0
0 I

�◆

J 2 Rn1⇥n1 , n
1

2 N,

N 2 R(n�n1)⇥(n�n1) nilpotent.

(4.2.1)

Note that it is not assumed that J and N are in any special form,
hence the Quasi Weierstraß form is not a normal form in the strict
sense. For obtaining the Quasi Weierstraß form, the following Wong
sequences [Won74] of linear subspaces play a fundamental role.

V

0

= Rn, Vi+1

= A�1(EVi), i = 0, 1, . . . ,

W

0

= {0}, Wi+1

= E�1(AWi), i = 0, 1, . . . .
(4.2.2)

Note that the Wong sequences are nested, i.e. Vi+1

✓ Vi and Wi+1

◆

Wi.
In the following, several lemmas are given which establish some im-

portant properties of the subspaces Vi and Wi. Most of these result
are not stated explicitly in [Won74], however, hidden in a proof, the
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Quasi-Weierstraß appears in an implicit form. Furthermore, in [OD85]
the first Wong-sequence is studied (without being aware of [Won74])
and some of the following results can be found there as well.

Lemma 4.2.1 (Explicit representation of Vi and Wi)

Consider a regular matrix pair (E,A) 2 Rn⇥n
⇥ Rn⇥n, n 2 N, and let

Vi and Wi, i 2 N, be given as in (4.2.2). Then

8i 2 N 8� 2 R with det(A� �E) 6= 0 :

(

Vi = im
�

(A� �E)�1E
�i

,

Wi = ker
�

(A� �E)�1E
�i

.

2

Proof. Let � 2 R be such that det(A � �E) 6= 0 and let F := (A �

�E)�1E.
Step 1: Vi = im F i for all i 2 N is proved by induction.

For i = 0 the assertion holds by definition, hence assume Vi = im F i

holds for some i 2 N. Invoking the relations Vi+1

✓ Vi and im F i+1

✓

im F i the following equivalences hold for all x 2 Rn:

x 2 Vi+1

, 9 y 2 Vi : Ax = Ey

, 9 y 2 Vi : (A� �E)x = E (y � �x)
| {z }

=:by2Vi

, 9 by 2 Vi = im F i : (A� �E)x = Eby

, 9 by 2 im F i : x = F by

, x 2 im F i+1

Step 2: Wi = kerF i for all i 2 N is proved by induction.
For i = 0 the assertion holds by definition, hence assume Wi = kerF i.
Observe first that the linear operator (I + �F ) : ker F i

! kerF i is
invertible with inverse �

Pi�1

j=0

(��)jF j , therefore the following equi-
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valences hold for all x 2 Rn:

x 2 Wi+1

, 9 y 2 Wi : Ex = Ay = (A� �E)y + �Ey

, 9 y 2 Wi = kerF i : Fx = (I + �F )y =: by

, 9 by 2 kerF i : Fx = by

, x 2 kerF i+1

qed

Lemma 4.2.2 (Properties of W

⇤ and V

⇤)

Let (E,A) 2 Rn⇥n
⇥Rn⇥n, n 2 N, be a regular matrix pair and let Vi,

Wi, i 2 N, be given by (4.2.2). Let k⇤, l⇤ 2 N be such that

V

0

� V

1

� · · · � Vk⇤ = Vk⇤+1

= · · · ,

W

0

⇢W

1

⇢ · · · ⇢Wl⇤ = Wl⇤+1

= · · · .

Let V⇤ := Vk⇤ =
T

i Vi and W

⇤ := Wl⇤ =
S

i Wi, then, clearly, AV⇤ ✓
EV⇤, EW⇤

✓ AW⇤ and, furthermore,

(i) k⇤ = l⇤,

(ii) V

⇤
�W

⇤ = Rn,

(iii) kerE \ V

⇤ = {0} and kerA \W⇤ = {0}. 2

Proof. Since Vi and Wi are linear subspaces of a finite dimensional
linear space the values k⇤ and l⇤ are well defined.

(i) Let � 2 R be such that det(A � �E) 6= 0 and let F := (A �

�E)�1E, then, by Lemma 4.2.1 and for all i 2 N,

dimVi + dimWi = dim im F i + dim kerF i = n, (4.2.3)

this implies k⇤ = l⇤.

(ii) In view of (4.2.3) it su�ces to show that V⇤ \W⇤ = {0}. Let
x 2 V

⇤
\ W

⇤ and F = (A � �E)�1E for some � 2 R with
det(A � �E) 6= 0. Then, by Lemma 4.2.1 and (i), there exists
y 2 Rn such that x = F k⇤y and 0 = F k⇤x = F 2k⇤y. Hence
y 2 kerF 2k⇤ = W

2k⇤ = Wk⇤ = kerF k⇤ , i.e. 0 = F k⇤y = x.
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(iii) From ker A ✓ Vi and kerE ✓ Wi for all i 2 N it follows that
kerA ✓ V

⇤ and kerE ✓W

⇤, hence (ii) implies the claim. qed

Lemma 4.2.3 (Invertibility of [EV, AW ])

For a regular matrix pair (E,A) 2 Rn⇥n
⇥ Rn⇥n, n 2 N, let V⇤,W⇤

✓

Rn be given as in Lemma 4.2.2 and let n
1

:= dimV

⇤. Choose V 2

Rn⇥n1 and W 2 Rn⇥(n�n1) such that im V = V

⇤ and im W = W

⇤.
Then T := [V,W ] and S�1 := [EV, AW ] are invertible matrices. 2

Proof. Invertibility and existence of T follows Lemma 4.2.2(ii). To
show invertibility of S�1 it su�ces to show that ker[EV, AW ] = {0}.
Therefore, consider any x 2 Rn

1

and y 2 Rn�n1 with EV x = 0 and
AWy = 0. Invoking Lemma 4.2.2(iii) yields V x 2 V

⇤
\ kerE = {0}

and Wy 2W⇤
\ kerA = {0}. Since V and W have full column rank it

follows that x = 0 and y = 0. qed

Combining all the above results it is now possible to formulate the
main result.
Theorem 4.2.4 (Quasi-Weierstraß form)

Consider a regular matrix pair (E,A) 2 Rn⇥n, n 2 N and let V⇤,W⇤
✓

Rn be given as in Lemma 4.2.2, i.e. V⇤ :=
T

i Vi and W

⇤ :=
S

i Wi,
where Vi and Wi are given by (4.2.2). Choose V 2 Rn⇥n1 , n

1

2 N,
and W 2 Rn⇥(n�n1) such that im V = V

⇤ and im W = W

⇤. Then
T := [V,W ] and S := [EV, AW ]�1 put (E,A) into a Quasi Weierstraß
form (4.2.1), i.e.

(SET, SAT ) =
✓

I
N

�

,



J
I

�◆

,

where J 2 Rn1⇥n1 is some matrix, N 2 R(n�n1)⇥(n�n1) is a nilpotent
matrix. 2

Proof. Invertibility and existence of T, S 2 Rn⇥n was shown in Lemma
4.2.2(ii) and Lemma 4.2.3.

Hence it remains to show that (SET, SAT ) is in Quasi Weierstraß
form, i.e. it must be shown that there exists a nilpotent matrix N 2
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R(n�n1)⇥(n�n1) and a matrix J 2 Rn1⇥n1 such that

E[V,W ] = [EV, AW ]


I
N

�

and A[V,W ] = [EV, AW ]


J
I

�

or, equivalently, EW = AWN and AV = EV J . The existence of J
and N with the latter property follows easily from the relations EW⇤

✓

AW⇤ and AV⇤ ✓ EV⇤, hence it remains to show that N is nilpotent.
First observe that by Lemma 4.2.2(iii), for all x, y 2 Rn and for all

i 2 N,

Ex = Ay ^ x 2Wi+1

^ y 2W⇤
) y 2Wi.

Let k⇤ be such that W⇤ = Wk⇤ , then for any x 2 Rn�n1

Wx 2Wk⇤
EWx=AWNx=) WNx 2Wk⇤�1

EWNx=AWN2x=) WN2x 2Wk⇤�2

· · ·

EWNk⇤�1x=AWNk⇤x=) WNk⇤x 2W
0

= {0},

since W has full column rank it is therefore shown that Nk⇤x = 0 for
all x 2 Rn�n1 , i.e. N is nilpotent. qed

As already mentioned, it is very simple to calculate the matrices V
and W in Theorem 4.2.4, in fact, it is even possible to do the calculation
symbolically. In the following an implementation in Matlab is given,
where the build-in Matlab functions colspace and null are used:

Listing 1: Matlab function for calculating a basis of the preimage A

�1
(im S) for

some matrices A and S

function V=getPreImage(A,S)
[m1 ,n1]= size(A); [m2,n2]= size(S);
if m1==m2 | m2==0

H=null ([A,S]);
V=colspace(H(1:n1 ,:));

else
error(’Both matrices must have same number of rows’);

end;
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Listing 2: Matlab function for calculating a basis of the space V⇤ as in The-

orem 4.2.4

function V = getVspace(E,A)
[m,n]= size(E);
if (m==n) & size(E)== size(A)

V=eye(n,n);
oldsize=n;
newsize=n;
finished =0;
while finished ==0;

EV=colspace(E*V);
V=getPreImage(A,EV);
oldsize=newsize;
newsize=rank(V);
finished =( newsize == oldsize );

end;
else

error(’Matrices E and A must be square and of the same size’);
end;

Listing 3: Matlab function for calculating a basis of the space W⇤
as in The-

orem 4.2.4

function W = getWspace(E,A)
[m,n]= size(E);
if (m==n) & size(E)== size(A)

W=zeros(n,1);
oldsize =0;
newsize =0;
finished =0;
while finished ==0;

AW=colspace(A*W);
W=getPreImage(E,AW);
oldsize=newsize;
newsize=rank(W);
finished =( newsize == oldsize );

end;
else

error(’Matrices E and A must be square and of the same size’);
end;
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4.2.2 Consistency projectors

Definition 4.2.5 (Consistency projectors)

For a regular matrix pair (E,A), let T 2 Rn⇥n and n
1

2 N be given as
in Theorem 4.2.4. The consistency projector for the pair (E,A) is

⇧
(E,A)

:= T



I 0
0 0

�

T�1,

where I 2 Rn1⇥n1 is an identity matrix of size n
1

⇥ n
1

. 2

Note that the consistency projector does not depend on the specific
choice of T = [V,W ], because for any other choice bT = [bV ,cW ] with
im bV = V

⇤ and imcW = W

⇤ there exists invertible matrices P 2 Rn1⇥n1

and Q 2 Rn2⇥n2 such that bV = V P and cW = WQ, hence

bT



I 0
0 0

�

bT�1 = [V,W ]


P 0
0 Q

� 

I 0
0 0

�✓

[V,W ]


P 0
0 Q

�◆�1

= [V,W ]


I 0
0 0

�

[V,W ]�1 = ⇧
(E,A)

To show how the consistency projectors are related to solutions of
switched DAEs (4.1.1) the following lemma on the nature of local solu-
tions is necessary.
Lemma 4.2.6 (Explicit local solution)

Let Assumptions (S1) and (S2) hold and let x 2 (D
pwC1)n be some ITP

solution of (4.1.1) with initial time t
0

2 R. Furthermore, let s, t 2 R
with t

0

 s < t be such that the switching signal � is constant on [s, t).
Then there exists an invertible matrix T 2 Rn⇥n, a matrix J 2 Rn1⇥n1 ,
n

1

2 N, and v
0

2 Rn1 such that

x
(s,t) = T

✓�

⌧ 7! eJ(⌧�s)v
0

�

D
0

◆

(s,t)

(4.2.4)
2

Proof. Let p := �(s). Since x is an ITP solution, it follows that
(E�ẋ)

[t0,1)

= (A�x)
[t0,1)

and, in particular (see also Proposition 2.4.8),

Epẋ
(s,t) = Apx

(s,t).
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Choose the matrices T , J and N corresponding to the regular mat-
rix pair (Ep, Ap) as in Theorem 4.2.4. Let ( v

w ) := T�1x where v 2
(D

pwC1)n1 and w 2 (D
pwC1)n2 , then

v̇
(s,t) = Jv

(s,t)

Nẇ
(s,t) = w

(s,t).

It remains to show that a) v
(s,t) =

�

(⌧ 7! eJ(⌧�s)v
0

)D
�

(s,t)
for some

v
0

2 Rn1 and b) w
(s,t) = 0.

To show a), first observe that by Proposition 2.2.10 the equation
v̇
(s,t) = Jv

(s,t) is equivalent to

8' 2 C1
0

with support in (s, t) : v̇(') = Jv(').

Now [Wal94, 6.VII.Satz] yields that any distributional solution v of
v̇ = Jv on the open interval (s, t) can be represented by a classical
solution of the classical ODE v̇ = Jv, i.e. a) is shown.

To show b), take the derivative of the equation Nẇ
(s,t) = w

(s,t),
restrict it to (s, t) and multiply it from the left with N to obtain

N2ẅ
(s,t) = Nẇ

(s,t).

Note that the di↵erentiation produces Dirac impulses at s and t, how-
ever these are deleted by the restriction to the open interval (s, t). This
process can be repeated and since N is nilpotent it follows that Nn2 = 0
where n

2

:= n� n
1

, hence

0 = Nn2w(n2)
(s,t) = Nn2�1w(n2�1)

(s,t) = . . . = Nẇ
(s,t) = w

(s,t)

and b) is shown. qed

Remark 4.2.7 (Represenation of local solutions)

Lemma 4.2.6 only states the existence of matrices T 2 Rn⇥n and J 2
Rn1⇥n1 such that all ITP solutions of (4.1.1) fulfill (4.2.4). However,
the proof of Lemma 4.2.6 reveals that (4.2.4) holds for any invertible
matrix T 2 Rn⇥n and any matrix J 2 Rn1⇥n1 , n

1

2 N, for which
there exists an invertible matrix S 2 Rn⇥n and a nilpotent matrix
N 2 R(n�n1)⇥(n�n1) such that (SE�(s)T, SA�(s)T ) = ([ I

N ] , [ J
I ]). 2
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Finally, it is stressed that the ITP solution x in Lemma 4.2.6 is
only considered on the open interval (s, t), in particular nothing is said
about the impulsive part x[s]. With the above results on local solutions
it is now possible to prove the following main result on the consistency
projectors.

Theorem 4.2.8 (Consistency projectors and solutions)

Consider the switched DAE (4.1.1) with Assumptions (S1) and (S2).
For each p 2 {1, . . . , N}, let ⇧p := ⇧

(Ep,Ap)

be the consistency project-
ors as in Definition 4.2.5. Then every ITP solution x 2 (D

pwC1)n of
(4.1.1) with initial time t

0

fulfills

8t � t
0

: x(t+) = ⇧�(t)x(t�) 2

Proof. Let p = �(t) and for the matrix pair (Ep, Ap) choose the ma-
trices S, T, J,N as in Theorem 4.2.4. By Assumption (S1) there exists
" > 0 such that � is constant on [t, t+ "), hence Lemma 4.2.6 (together
with Remark 4.2.7) yields

x(t+) = T

✓

v
0

0

◆

for some v
0

2 Rn1 , n
1

2 N. Let T�1x(t�) = ( x1
x2 ), where x

1

2 Rn1 and
x

2

2 Rn�n1 . Then

⇧�(t)x(t�) = T

✓

x
1

0

◆

,

so it remains to show that x
1

= v
0

.
Let T�1x = ( v

w ), then v(t�) = x
1

and v(t+) = v
0

and, since x is an
ITP solution of (4.1.1),

Epẋ
[t,t+") = Apx

[t,t+"),

multiplying from the left with S and substituting x by T ( v
w ) yield

v̇
[t,t+") = Jv

[t,t+").

It remains to show that v(t�) = v(t+). Restricting the last di↵er-
ential equation to the point t, i.e. considering the impulsive part of it,
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gives v̇[t] = Jv[t] and since v[t] is a distribution with point support
there exists a

0

, a
1

, . . . , aN 2 Rn1 , K 2 N, such that

v[t] = a
0

�t + a
1

�0t + . . . + aK�(n),

hence, invoking Corollary 2.3.5,

�

v(t+)� v(t�))�t +
K
X

k=0

ak�(k+1)

t =
K
X

k=0

ak�(k)

t ,

or

0 =
K+1

X

k=0

bk�(k)

t ,

where bN+1

= aN , bk = ak�1

� ak, k = N, . . . , 1, and b
0

= v(t+) �
v(t�) � a

0

. Since �t, �0t, . . . , �
(N+1)

t are linearly independent it follows
that 0 = bN+1

= . . . = b
0

. Hence 0 = aN = . . . a
0

= 0 and finally
v(t+)� v(t�) = 0 which completes the proof. qed

Combining Lemma 4.2.6 and Remark 4.2.7 with Theorem 4.2.8 im-
mediately gives the following corollary.

Corollary 4.2.9 (No jumps if no switches)

Consider the switched DAE (4.1.1) with assumptions (S1) and (S2) and
let x 2 (D

pwC1)n be an ITP solution of (4.1.1) with initial time t
0

2 R.
Then

8t > t
0

: �(t�) = �(t+) ) x(t+) = x(t�),

i.e. jumps in the solutions can only occur at switching times or at the
initial time t

0

. 2

4.2.3 Su�cient conditions for impulse/jump freeness of solutions

In general, a solution of (4.1.1) will have jumps and impulses. In the
following, su�cient conditions will be given which ensure that every
solution of (4.1.1) under arbitrary switching is impulse free or, addi-
tionally, has no jumps.
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Assumptions

For the switched DAE (4.1.1) and p = 1, . . . , N , let ⇧p := ⇧
(Ep,Ap)

be
the consistency projectors as in Definition 4.2.5.

(A1) 8p 2 {1, . . . , N} : Ep(I �⇧p) = 0 or

(A2) 8p, q 2 {1, . . . , N} : Ep(I �⇧p)⇧q = 0 or

(A3) 8p, q 2 {1, . . . , N} : (I �⇧p)⇧q = 0. 2

Note that the above three assumptions are alternatives, i.e. the fol-
lowing results will only use one of these assumptions. Since the con-
sistency projectors ⇧p can easily be calculated by a finite sequence of
subspaces (see Theorem 4.2.4 and Definition 4.2.5) only depending on
the original matrix pairs (Ep, Ap), the Assumptions (A1)-(A3) can be
checked directly in terms of the original data. The following theorems
state the properties of the solutions if one of the Assumptions (A1)-(A3)
is fulfilled.

Theorem 4.2.10 (A1)

Consider the switched DAE (4.1.1) satisfying Assumptions (S1), (S2)
and (A1). Then, for every impulse free initial trajectory and any initial
time, the unique ITP solution x 2 (D

pwC1)n is impulse free, i.e. x[t] = 0
for all t 2 R or, in other words, the distributional solution is actually a
piecewise-smooth function. 2

Proof. Let x 2 (D
pwC1)n be the ITP solution to some given initial

trajectory and initial time t
0

2 R and let t
0

< t
1

< t
2

< . . . be
the switching times of the switching signal � after the initial time t

0

.
Lemma 4.2.6 already shows that x

(ti,ti+1) is impulse free for all i 2 N,
hence it remains to show that x[ti] = 0 for all i 2 N. Therefore,
consider a fixed i � 0 and let p = �(ti). For the matrix pair (Ep, Ap),
choose matrices S, T, J,N as in Theorem 4.2.4, i.e. (SEpT, SApT ) =
([ I

N ] , [ J
I ]) and let T�1x = ( v

w ). Then x[ti] = 0 if and only if
v[ti] = 0 and w[ti] = 0, where v and w fulfill

v̇[ti] = Jv[ti],
Nẇ[ti] = w[ti].
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In the proof of Theorem 4.2.8 it was already shown that v̇[ti] = Jv[ti]
implies v[ti] = 0. Hence it remains to show that Nẇ[ti] = w[ti] together
with Assumption (A1) implies w[ti] = 0. First observe that Nẇ[ti] =
w[ti] implies, invoking Corollary 2.3.5,

N(w[ti])0 = w[ti]�N
�

w(ti+)� w(ti�)
�

�ti ,

taking the derivative of the equations and multiplying it from the left
with N yields

N2(w[ti])00 = N(w[ti])0 �N2

�

w(ti+)� w(ti�)
�

�0ti

= w[ti]�N
�

w(ti+)�w(ti�)
�

�ti�N2

�

w(ti+)�w(ti�)
�

�0ti
.

Repeating this process yields, since N is nilpotent,

0 = Nn1(w[ti])(n1) = w[ti]�
n1�1

X

k=0

Nk+1

�

w(ti+)� w(ti�)
�

�(k)

ti

or

w[ti] =
n1�1

X

k=0

Nk+1

�

w(ti+)� w(ti�)
�

�(k)

ti
.

Assumption (A1) and Theorem 4.2.8 yield

0
(A1)

= Ep(I �⇧p)x(ti�) Thm. 4.2.8= Ep

�

(x(ti�)� x(ti+)
�

= S



I 0
0 N

�✓

v(ti�)� v(ti+)
w(ti�)� w(ti+)

◆

and, in particular,

0 = N
�

w(ti�)� w(ti+)
�

, (4.2.5)

hence w[ti] = 0. qed

Remark 4.2.11 ((A1) implies index one)

Lemma 4.2.6 reveals that w(t
0

+) = 0 in (4.2.5) and since w(t
0

�) can be
arbitrary (because the initial trajectory can be arbitrary) Assumption
(A1) implies that N = 0, i.e. the corresponding matrix pair (E,A)
must have index one or less [KM06, Def. 2.9]. 2
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Note that Assumption (A1) is actually stronger related to impulse
free solutions of ITPs than to impulse free solutions of switched systems.
In fact, with the help of the proof of Theorem 4.2.10 it is easy to see
that Assumption (A1) is equivalent to the condition that each ITP for
Epẋ = Ax, p = 1, . . . , N , only has impulse free solutions. In this sense
Assumption (A1) is also a necessary condition for impulse free ITP
solutions.

Remark 4.2.12 (Jump freeness implies impulse freeness)

Consider a solution x of the switched DAE (4.1.1). Assume that
x(t+) = x(t�) for some t 2 R then the proof of Theorem 4.2.10 shows
x[t] = 0. Hence jump freeness of a solution always implies impulse
freeness of this solution. 2

Theorem 4.2.13 (A2)

Consider the switched DAE (4.1.1) satisfying Assumptions (S1), (S2)
and (A2). Then every consistent solution x 2 (D

pwC1)n of (4.1.1) is
impulse free, i.e. x[t] = 0 for all t 2 R. 2

Proof. Let x 2 (D
pwC1)n be some consistent solution of (4.1.1) for

some switching signal � 2 S. Using the same notation as in the proof
of Theorem 4.2.10 the proof can be repeated identically up to where
Assumption (A1) is used.

Let q = �(ti�) and choose for the matrix pair (Eq, Aq) the matrices
Sq, Tq, Jq, Nq and n

1,q 2 N as in Theorem 4.2.4. Then Lemma 4.2.6
applied to the interval (ti� ", ti) for su�ciently small " > 0 yields that
there exists some vq 2 Rn1,q such that

x(ti�) = Tq



vq

0

�

= Tq



I 0
0 0

�

T�1

q Tq



vq

0

�

= ⇧qx(ti�).

Therefore, Assumption (A2) implies

0 = Ep(I �⇧p)⇧qx(ti�) = Ep(I �⇧p)x(ti�)

and the claim follows as in the proof of Theorem 4.2.10. qed
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Remark 4.2.14 ((A2) and an ODE subsystem)

In general, Assumption (A2) is independent of the index of the matrix
pairs (Ep, Ap), p = 1, . . . , N . However, if the index of one matrix pair
(Eq, Aq), q 2 {1, . . . , N}, is zero, i.e. Eq is invertible and (Eq, Aq) is
an ODE, then the consistency projector ⇧q is the identity matrix and
Assumption (A2) is equivalent to Assumption (A1). 2

In view of Remark 4.2.11, Assumption (A2) is much more “suited” for
switched DAEs because it also uses the additional information that at
a switch the trajectory cannot be arbitrary but must be within the con-
sistency space of the previous DAE. An analogon of Theorem 4.2.10 for
jump freeness is not very meaningful because every inconsistent initial
value produces a jump, so that only invertibility of Ep, p = 1, . . . , N can
assure jump freeness. The above idea which made (A2) more suitable
for switched DAEs than (A1) leads to (A3) as a meaningful condition
for jump freeness of switched DAEs.

Theorem 4.2.15 (A3)

Consider the switched DAE (4.1.1) satisfying Assumptions (S1), (S2)
and (A3). Then every consistent solution x 2 (D

pwC1)n of (4.1.1) is
impulse free and has no jumps, i.e. x[t] = 0 and x(t�) = x(t+) for all
t 2 R or in other words, the distribution x is actually an absolutely
continuous function. 2

Proof. Since Assumption (A3) implies Assumption (A2), it already fol-
lows from Theorem 4.2.13 that all solutions of (4.1.1) are impulse free,
hence it remains to show that all solutions have no jumps, i.e. every
solution x 2 (D

pwC1)n fulfills x(t�) = x(t+) for all t 2 R. Let � 2 S

be the switching signal of (4.1.1), x 2 (D
pwC1)n an arbitrary solu-

tion of (4.1.1), t 2 R, q := �(t�) and p := �(t+). If p = q, then
Corollary 4.2.9 already shows that x(t�) = x(t+), hence it remains
to consider p 6= q. Identically as in the proof of Theorem 4.2.13, it
follows that ⇧qx(t�) = x(t�), hence Assumption (A3) together with
Theorem 4.2.8 yield

0 = (I �⇧p)⇧qx(t�) = (I �⇧p)x(t�) = x(t�)� x(t+). qed
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Remark 4.2.16 (Special switching signal)

The proofs of Theorem 4.2.13 and Theorem 4.2.15 reveals that one can
also consider a fixed parameter pair (p, q) 2 {1, . . . , N}

2. If Assump-
tion (A2) or Assumption (A3) holds only for this pair (p, q), then it
follows that the switch from system (Eq, Aq) to system (Ep, Ap) can-
not produce impulses or jumps, respectively. This observation can be
used to prove impulse and jump freeness of solutions of the switched
DAE 4.1.1 even if Assumptions (A2) or (A3) are not fulfilled for all
pairs p, q 2 {1, . . . , N} provided more is known about the switching
signal. 2

4.2.4 Application to a dual redundant buck converter
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Figure 1: Dual redundant buck converter

Consider the dual-redundant buck converter as illustrated in Fig-
ure 1. The purpose of this redundant design is to ensure reliable power
delivery to the load R even in the presence of component faults. The
two fault free configurations are the “ON” configuration, where the
switches SW

1

and SW
2

are closed and the switches SW
3

and SW
4

are
open, and the “OFF” configuration where SW

1

and SW
2

are open and
SW

3

and SW
4

are closed, in particular, all four switches are synchron-
ized.
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If the converter is properly designed, the switching between the nom-
inal configurations should not cause any impulse in the converter state
variables. This might not be the case in the presence of component
faults. In this regard, a fault in a component will cause a sudden switch
from one of the nominal configurations to a faulty configuration. De-
pending on the nature of the fault, this could induce some of the state
variables to suddenly jump or even experience an impulse. This phe-
nomenon could a↵ect some parts of the converter that were not a↵ected
by the original fault, potentially destroying the design redundancy, and
causing the converter to fail after a single initiating event.

It is now of interest how the circuit behaves in the following fault
scenarios: a) some of the switches get stuck in a fixed position, b) a
short-circuit occurs in C

1

. As common state variables for all configur-
ation choose

x=(v
1

, v
2

, vL1 , vL2 , vC1 , vC2 , iL1 , iL2 , iSW1 , iSW2 , iSW3 , iSW4 , i1, i2, iC1)
>.

where v
1

, v
2

are the input voltages, modelled as constant state variables
by d

dtv1

= 0 = d

dtv2

, the variables vL1 , vL2 , vC1 , vC2 stand for the
voltages of the inductors and capacitors, iL1 , iL2 , iSW1 , iSW2 , iSW3 ,
iSW4 , iC1 are the currents through the switches, inductors and capacitor
C

1

, finally, i
1

, i
2

are the currents which add up to the current through
the load R.

The following equations hold independently of the position of the
switches:

L
1

d

dt iL1 = vL1 , iL1 = iSW1 + iSW3 ,

L
2

d

dt iL2 = vL2 , iL2 = iSW2 + iSW4

and

iC1 = iL1 � i
1

, vC1 = vC2 ,

C
2

d

dtvC2 = iL2 � i
2

, vC2 = R(i
1

+ i
2

).

If one of the switches is open, then the corresponding current is zero,
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otherwise the following holds

SW
1

closed: 0 = v
1

+ RSW1iSW1 + vL1 + vC1 ,

SW
2

closed: 0 = v
2

+ RSW2iSW2 + vL2 + vC2 ,

SW
3

closed: 0 = RSW3iSW3 + vL1 + vC1 ,

SW
4

closed: 0 = RSW4iSW4 + vL2 + vC2 ,

where it was assumed that the switches are non-ideal, in the sense
that they are behaving as resistors when they are closed, otherwise the
switches are assumed to be ideal.

Finally, if the capacitor C
1

is not short-circuited, the equation iC1 =
C

1

d

dtvC1 holds, otherwise, vC1 = 0 holds.

These equations directly yield 32 matrix pairs (Ep, Ap), p = 0, . . . , 31.
Let 0 = 1, . . . , 15 denote the configurations where C

1

is not short-
circuited and furthermore identify each switching position with a binary
quadruple and the corresponding number, i.e. all switches open corres-
pond to the quadruple (0, 0, 0, 0) and number 0, only switch SW

2

closed
correspond to (0, 1, 0, 0) and the number 4 and all switches closed cor-
respond to (1, 1, 1, 1) and the number 15. For the configurations where
C

1

is short-circuited just add 16 to these numbers. The nominal “ON”
configuration is then given by

(E
12

, A
12

) =

0

B

B

B

B

B

B

B

B

B

B

B

B

@
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6

6

6

6

6

6

6

6

6

6

6

4

1
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7

7

7

7

7
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7

7
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5

,
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6
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0

1
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1 -1 -1

1 -1

1 -1 -1

1 -1 -1
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1 -R -R
1

1 1 1 R1
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7
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7

5

1

C
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C

C

C

C

C

A
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and the “OFF” configuration is

(E
3

, A
3

) =

0

B

B

B

B

B

B

B

B

B

B

B

B

@
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6
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7

7
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1

C

C

C

C

C

C

C

C

C

C

C

C

A

It is easy to check (e.g. with a short Matlab program) that all matrix
pairs (E

0

, A
0

), (E
1

, A
1

), . . . , (E
31

, A
31

) are regular by calculating the
polynomials det(sEp�A), p = 0, . . . , 31. With the proposed method in
Section 4.2.1, it is not di�cult to calculate the consistency projectors as
in Definition 4.2.5 and to check the Assumptions (A1), (A2) or (A3).
As an illustration, the calculations are done for the nominal “ON”
configuration (E

12

, A
12

), where [V
12

, W
12

] =

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

R
1

R
2

R
1

1
R

2

1
R

1

R
2

C
2

R
1

R
2

-C
1

�1 �1 �R
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�1 �1 �R
1

�1 �1 �R
2

1
�1 �1 �R

1

1
1

1
�C2
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C1
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�C2
C1+C2

C1
C1+C2

R1C1(R+R2)�R2C2R
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1
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7
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7
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7

7

7

7
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and the corresponding consistency projector is

⇧
12

= [V
12

, W
12

] [ I 0

0 0

] [V
12

, W
12

]�1
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=
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.

It now follows that E
12

(I � ⇧
12

) is not the zero matrix hence As-
sumption (A1) is not fulfilled for the nominal “ON” configuration. In
fact, there exists initial values such that the corresponding ITP for
(E

12

, A
12

) has impulsive solutions. However, in nominal conditions,
the initial trajectory for the “ON” configuration is not arbitrary but
is given by the “OFF” configuration. The consistence projector ⇧

3

for
the “OFF” configuration (E

3

, A
3

) is given by

⇧
3

=

2
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1
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1
1
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5

.

It turns out that Assumption (A2) is fulfilled for the two nominal
configurations {12, 3}, hence arbitrary switching between the “ON”
and “OFF” configurations does not yield impulses in any solutions.
However, Assumption (A3) is not fulfilled, i.e. jumps in certain state
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variables cannot be excluded, in fact, it is easy to see, that a switch
to the “OFF” configuration forces the currents iSW1 and iSW2 to zero
immediately.

To check whether and which faulty configurations can induce im-
pulses in the state variables the condition (A2) must be check for each
pair p, q 2 {0, . . . , 31}, the result of this check is given in the matrix
I 2 {⇤,⌅}32⇥32 given in Figure 2, where Iq,p = ⇤, p, q 2 {0, . . . , 31},
if, and only if, no impulse can occur at a switch from configuration q
to configuration p.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

0 ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
1 ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
2 ⌅ ⌅ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
3 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
4 ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
5 ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
6 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
7 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
8 ⌅ ⌅ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
9 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
10 ⌅ ⌅ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
11 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
12 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
13 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
14 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
15 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅ ⌅
16 ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
17 ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
18 ⌅ ⌅ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
19 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
20 ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
21 ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
22 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
23 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
24 ⌅ ⌅ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
25 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
26 ⌅ ⌅ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
27 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
28 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
29 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
30 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤
31 ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤ ⌅ ⌅ ⌅ ⇤ ⌅ ⌅ ⇤ ⇤ ⌅ ⇤ ⌅ ⇤ ⇤ ⇤ ⇤ ⇤

Figure 2: Impulse matrix I for the configurations (E0, A0), . . . , (E31, A31), here

Iq,p = ⇤ if, and only if, a switch from configuration q to configuration

p cannot produce impulses.

Of special interest is row 12 in I corresponding to the nominal “ON”
configuration, because it can be seen clearly, which faulty configura-
tions might produce impulses in the solution. For example, when a
faulty switch back to the “OFF” configuration occurs in the sense that
the switches SW

1

and SW
2

are opened first and switches SW
3

and

122



S. Trenn: Distributional DAEs

SW
4

are closed with a small delay (i.e. going from configuration 12
to configuration 3 via the faulty configuration 0), then impulses can
occur. On the other hand if in the same situation switches SW

3

and
SW

4

are closed first and switches SW
1

and SW
2

are opened later (i.e.
going from 12 to 3 via 15) no impulses can occur. Furthermore, the
matrix I reveals that a short cut of the capacitor C

1

(i.e. a switch from
some configuration 0, . . . , 15 to some configuration 16, . . . , 31) can al-
ways produce impulses.

4.3 Stability of switched DAEs

In this section the stability of the switched DAE (4.1.1) will be studied.
As a first step, it is highlighted that for classical DAEs Eẋ = Ax asymp-
totic stability is equivalent to the existence of a Lyapunov function. For
a switched DAE (4.1.1) where each DAE Epẋ = Apx, p 2 {1, . . . , N} is
asymptotically stable, su�cient conditions in terms of Lyapunov func-
tions are given which ensure that the switched DAE remains stable
under arbitrary switching or under switching with su�ciently large
enough dwell time.

Di↵erent to classical ODEs, the so called consistency space and its
corresponding consistency projectors play a fundamental role in the
stability properties of the switched DAE. To illustrate the di↵erent
nature of switched DAEs several examples are given after the basic
definitions and before the formulation of the main results.

4.3.1 Lyapunov functions for classical di↵erential algebraic
equations

Consider the classical DAE

Eẋ = Ax, (4.3.1)

where the matrix pair (E,A) 2 Rn⇥n
⇥Rn⇥n is regular, i.e. det(Es�A)

is not the zero polynomial. A (classical) solution of (4.3.1) is any
di↵erentiable function x : R ! Rn such that (4.3.1) is fulfilled.
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Definition 4.3.1 (Consistency space)

Let the consistency space of (4.3.1) be given by

C
(E,A)

:=

(

x0

2 Rn

�

�

�

�

�

9 solution x of (4.3.1)
with x(0) = x0

)

.
2

It is well known that for regular matrix pairs each solution of (4.3.1)
is uniquely determined by any consistent initial condition x(0) = x0

2

C
(E,A)

. Since (4.3.1) is time invariant, all solutions x evolve within
the consistency space, i.e. x(t) 2 C

(E,A)

for all t 2 R. Furthermore, if
(4.3.1) is an ordinary di↵erential equation, i.e. E 2 Rn⇥n is an invertible
matrix, then C

(E,A)

= Rn.
The following lemma gives a nice characterization of the consistency

space in terms of the matrices E,A.
Lemma 4.3.2 ([OD85])

Consider the DAE (4.3.1) with regular matrix pair (E,A) and let V⇤
be given as in Lemma 4.2.2. Then C

(E,A)

= V

⇤. In particular, kerE \

C
(E,A)

= {0}. 2

A direct consequence of this result is that for the consistency pro-
jector ⇧

(E,A)

as in Definition 4.2.5 the following relation holds:

im⇧
(E,A)

= C
(E,A)

. (4.3.2)

Definition 4.3.3 (Lyapunov function)

Consider the DAE (4.3.1) with regular matrix pair (E,A) and corres-
ponding consistency space C

(E,A)

✓ Rn. Assume there exist a positive
definite matrix P = P

>
2 Cn⇥n and a matrix Q = Q

>
2 Cn⇥n which is

positive definite on C
(E,A)

such that the generalized Lyapunov equation

A>PE + E>PA = �Q

is fulfilled. Then

V : Rn
! R�0 : x 7! (Ex)>PEx

is called a Lyapunov function for the DAE (4.3.1). 2
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Note that this definition ensures that V is not increasing along solu-
tions, i.e., for any solution x : R ! Rn and all t 2 R,

d

dtV
�

x(t)
�

= �x(t)>Qx(t)  0

and equality only holds for x(t) = 0. Furthermore, the property kerE\
C

(E,A)

= {0} ensures that V is positive definite on C
(E,A)

.
With some abuse of terminology, the DAE (4.3.1) is called asymp-

totically stable if, and only if, x(t) ! 0 as t ! 1 for all solutions x
of (4.3.1). Note that attractivity of the zero solution already implies
attractivity and stability in the sense of Lyapunov for all solutions of
(4.3.1), [Ber08]. The following theorem shows the equivalence between
asymptotic stability of (4.3.1) and the existence of a Lyapunov func-
tion.
Theorem 4.3.4 ([OD85, Ber08])

The DAE (4.3.1) with regular matrix pair (E,A) is asymptotically
stable if, and only if, there exists a Lyapunov function V : Rn

! R�0

for (4.3.1). 2

Remark 4.3.5

The above definition of a Lyapunov function might seem unsatisfact-
ory because it is not clear how the definition can be generalized to
switched DAEs (4.1.1) or non-linear di↵erential algebraic equations.
One can say that Definition 4.3.3 is just a “su�cient” definition. Fur-
thermore, a “common Lyapunov function” will be constructed in the
proof of Theorem 4.3.9, but it will not precisely be defined what a
Lyapunov function for (4.1.1) is. It should be possible to formulate a
more general definition of a Lyapunov function for (switched) DAEs
and similar results as formulated in the next section will hold, but it
would get more technical without adding more insight. 2

Remark 4.3.6

Assume the invertible matrices S, T 2 Rn⇥n put the regular matrix
pair (E,A) into a Quasi Weierstraß form (4.2.1). It is then easy to
see that the classical DAE (4.3.1) is asymptotically stable if, and only
if, the underlying ODE v̇ = Jv is asymptotically stable, in fact, all
solutions of (4.3.1) are given by x(t) = T

�

eJtv0

0

�

, t 2 R, v0

2 Rn1 ,
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n
1

2 N. Hence knowledge of the underlying ODE ẋ = Jx and the first
n

1

columns of T are su�cient to know everything about the solutions
of the classical DAE (4.3.1) and, in particular, its stability properties.2

4.3.2 Switched DAEs: motivating examples

For switched ODEs there exist several well known examples of destabil-
izing switching. Of course, these are also destabilizing examples for
switched DAEs (because every ODE is a special DAE), but in the fol-
lowing, examples are given which are specific to switched DAEs. For
the examples, a switching signal � : R ! {1, 2} with a constant interval
�t > 0 between switching times as illustrated in Figure 3 is considered.

t

�(t)

�t

�t
1

2

Figure 3: Switching signal � : R! {1, 2} with constant interval �t > 0 between

switches.

Example 1a

Let

(E
1

, A
1

) =
✓

0 1
0 0

�

,



0 �1
1 �1

�◆

,

(E
2

, A
2

) =
✓

1 1
0 0

�

,



�1 �1
1 0

�◆

.

The solutions of the corresponding switched DAE (4.1.1) are shown in
Figure 4.
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x
1

x
2

x
1

x
2

x
1

x
2

Figure 4: Solutions for Example 1 for di↵erent switching signals (dashed lines

mean jumps induced by the switching), left: �t <

1
2 ln 2, all non-

trivial solutions grow unbounded; middle: �t =

1
2 ln 2, all solutions

are periodic on [0,1); right: �t >

1
2 ln 2, all solution tend to zero.

For small enough �t all solutions grow unboundedly and for large
enough �t the solutions converge to zero. Furthermore, there exists a
value of �t for which all solutions are periodic.

The consistency spaces Cp := C
(Ep,Ap)

, p = 1, 2 are given by

C
1

= im


1
1

�

, C
2

= im


0
1

�

.

Furthermore, the matrices T
1

:= [V
1

, W
1

] and T
2

:= [V
2

, W
2

] as in
Theorem 4.2.4 are

T
1

=


1 1
1 0

�

, T
2

=


0 1
1 �1

�

and the corresponding consistency projectors are

⇧
1

=


0 1
0 1

�

, ⇧
2

=


0 0
1 1

�

.
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Note that

(E
1

T
1

, A
1

T
2

) =
✓

1 0
0 0

�

,



�1 0
0 1

�◆

= (E
2

T
2

, A
2

T
2

),

hence both DAEs are governed by the same underlying scalar ODE
ẏ = �y; in particular, both DAEs are asymptotically stable.

Furthermore, it is easy to see that

V : R2

! R�0 , x 7! x>x

restricted to the corresponding consistency space is a Lyapunov func-
tion for both subsystems. In spite of this, the switched system is not
stable under arbitrary switching.

Example 1b

Let

(E
1

, A
1

) =
✓

0 1
0 0

�

,



0 �1
1 �1

�◆

,

(E
2

, A
2

) =
✓

0 0
0 1

�

,



1 0
0 �1

�◆

.

The matrix pair (E
1

, A
1

) is the same as in Example 1a and for the
matrix pair (E

2

, A
2

) the consistency space is the same as in Example
1a, furthermore the matrix V

2

= [ 0

1

] is the same as in Example 1a.
In view of Remark 4.3.6 it therefore follows that the DAEs Epẋ =

Apx, p = 1, 2, from Example 1a and 1b have exactly the same solutions.
Nevertheless, the corresponding switched DAEs (4.1.1) are not identi-

cal, in fact, they even have opposite stability properties: It was already
shown that for Example 1a any switching signal � as in Figure 3 with
su�ciently small�t destabilizes the switched DAE (4.1.1), on the other
hand it is easy to see that the switched DAE 4.1.1 for Example 1b re-
mains asymptotically stable for arbitrary switching, see Figure 5 where
the di↵erent consistency projectors are illustrated. The consistency
projector for (E

2

, A
2

) is given by

⇧
2

=


0 0
0 1

�

.
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x
1

x
2

x
1

x
2

Figure 5: Di↵erent jumping behaviour (dashed lines) for Examples 1a and 1b.

Left: Example 1a, Right: Example 1b, clearly, the switched DAE

(4.1.1) remains asymptotically stable.

Example 2

Let

(E
1

, A
1

) =

0

@

2

4

1 0 0
0 1 0
0 0 1

3

5 ,

2

4

�1 8⇡ 0
1

2

⇡ �1 0
0 0 �1

3

5

1

A ,

(E
2

, A
2

) =

0

@

2

4

0 4 0
1 0 0
0 0 0

3

5 ,

2

4

�4⇡ �4 0
�1 4⇡ 0
�1 �4 4

3

5

1

A .

The consistency spaces are

C
1

= R3, C
2

= im

2

4

0 4
1 0
1 1

3

5

and the matrices T
1

and T
2

(as in Definition 4.2.5) are

T
1

=

2

4

1 0 0
0 1 0
0 0 1

3

5 , T
2

=

2

4

0 4 0
1 0 0
1 1 1

3

5 .
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With S
2

= 1

4

I the underlying two dimensional ODE of subsystem 2 is
given by

ẏ =


�1 �4⇡
⇡ �1

�

y.

Selecting �t = 1/4 together with a suitable initial condition ensures
that the switching only occurs at that moment when the solution is
located in the intersection of the consistency spaces (i.e. in C

2

). Hence
the solution of the switched DAE exhibits no jumps. The asymptot-
ically stable solutions of the unswitched DAEs are shown in the left
part of Figure 6 and the unstable solutions of the switched DAE are
illustrated in the right part of Figure 6.

x
1

x
2

x
3

x
1

x
2

x
3

Figure 6: Solutions for the Example 2. Left: Without switching, red: solution

of subsystem 1, a three dimensional spiral converging to zero, blue:

solution of subsystem 2, a two dimensional spiral converging to zero,

Right: with switching, the solutions grow unbounded and exhibit no

jumps.

This example illustrates that even in the absence of jumps it is not
enough to just study the intersection of the consistency spaces, the
unstable behaviour of the switched DAE is basically induced by the
solution behaviour of the first subsystem outside the intersection of the
consistency spaces. However, there does not exists Lyapunov functions
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V
1

and V
2

for the two subsystems such that V
1

and V
2

coincide on the
intersection of the consistency spaces, because this would imply that
all jump free solutions converge to zero (see Corollary 4.3.11).

Example 3

Let

(E
1

, A
1

) =

0

@

2

4

1 0 0
0 1 0
0 0 0

3

5 ,

2

4

�1 2⇡ 0
�2⇡ �1 0

0 0 1

3

5

1

A ,

(E
2

, A
2

) =

0

@

2

4

0 1 0
1 0 1
0 0 0

3

5 ,

2

4

4⇡ �1 4⇡
�1 ⇡ �1
1 0 0

3

5

1

A .

The consistency spaces are

C
1

= im

2

4

1 0
0 1
0 0

3

5 , C
2

= im

2

4

0 0
1 0
0 1

3

5

and the matrices T
1

and T
2

(as in Definition 4.2.5) are

T
1

=

2

4

1 0 0
0 1 0
0 0 1

3

5 , T
2

=

2

4

0 0 1
1 0 0
0 1 �1

3

5 .

The corresponding consistency projectors are then given by

⇧
1

=

2

4

1 0 0
0 1 0
0 0 0

3

5 , ⇧
2

=

2

4

0 0 0
0 1 0
1 0 1

3

5 .

The underlying ODE for the first DAE can be read o↵ directly from
the matrix pair (E

1

, A
1

), the underlying ODE for the second DAE is
given by

ẏ =


�1 4⇡
�⇡ �1

�

y.
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x
1

x
2

x
3

x
1

x
2

x
3

Figure 7: Solutions for the Example 3. Left: Solutions of the individual subsys-

tems, Right: Solutions of the switched system (dashed lines are jumps

induced by the switches), the solutions grow unbounded.

The solutions of the unswitched subsystems are illustrated in the left
part of Figure 7.

For �t = 1/2 and an initial value at t = 0 which is located on the x
2

axis, the switching does not induce jumps and all solutions converge to
zero. However, the choice �t = 1/4 induces jumps and destabilizes the
system, see the right part of Figure 7.

Note that V (x) = x>x is a common Lyapunov function on the in-
tersection of the consistency spaces. Hence, this example shows that
the existence of a common Lyapunov function on the intersection of
the consistency space is not su�cient for stability of the switched DAE
(4.1.1) under arbitrary switching.

4.3.3 Su�cient conditions for stability of switched DAEs

Definition 4.3.7 (Asymptotic stability)

The switched DAE (4.1.1) is called asymptotically stable if, and only if,
all distributional solutions are impulse free and each solution xD given
by x : R ! Rn fulfills x(t) ! 0 as t !1. 2

What is the relationship of this definition to the classical definition
of asymptotic stability (attractivity and stability in the sense of Lya-
punov)?
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First observe that the impulse freeness assumption is motivated by
the stability property, because impulses can be interpreted as peaks
with an unbounded height. If there exists a solution with an impulse,
then one can scale this solution such that x(0�) gets arbitrarily small,
nevertheless, the impulse will remain in the solution, i.e. the solution
cannot be interpreted as stable in the classical sense.

Furthermore, linearity implies that it su�ces to study the stability
properties of the zero solution and the following proposition shows that
attractivity of the zero solution implies stability of the zero solution,
hence Definition 4.3.7 is justified.

Proposition 4.3.8 (Attractivity implies stability)

Consider the switched DAE (4.1.1) satisfying Assumptions (S1) and
(S2). Assume that all solutions of (4.1.1) are impulse free and tend to
zero for t !1. Then for all " > 0, t

0

2 R and all switching signals �
there exists � = �(", t

0

, �) > 0 such that the following implication holds

x solves (4.1.1) ^ kx(0�)k < � ) 8t � t
0

: kx(t+)k  ",

where k · k : Rn
! R�0 is some norm. 2

Proof. For t
0

2 R let

Ct0 :=
�

x0

2 Rn
�

�

9 solution x of (4.1.1) with x(t
0

�) = x0

 

,

then it is obvious that Ct0 is a linear subspace of Rn with some dimen-
sion d  n. If d = 0, then nothing is to show, because in this case
Theorem 3.5.2 implies that any solution of(4.1.1) is identical to the
trivial solution on the interval [t

0

,1).
Hence assume d > 0 and choose a basis b

1

, b
2

, . . . , bd 2 Rn of Ct0 .
From Theorem 3.5.2 it follows that there exist unique solutions x1, x2,
. . ., xd

2 (D
pwC1)n of the switched DAE (4.1.1) such that xi(t

0

�) = bi,
i = 1, . . . , d, and, by assumption, they all converge to zero for t !1.

Furthermore, every solution x of (4.1.1) can be written as a unique
linear combination of x1, . . . , xd. By assumption each solution is im-
pulse free, hence xi can be represented by a piecewise-smooth function
and, by convergence to zero, xi is bounded on [t

0

,1) for all i = 1, . . . , d.
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Hence there exists Mi > 0 such that kxi(t+)k  Mi for all t � t
0

and
i = 1, . . . , d.

For b 2 Ct0 there exist unique ↵
1

, . . . ,↵d 2 R such that b =
P

i ↵ibi,
furthermore, the corresponding mapping b 7! ↵i =: ↵i(b) is linear and
not identically zero, hence there exists ↵i > 0 such that

�

�↵i(b)
�

�

 ↵ikbk for all i 2 {1, . . . , d}.

Now choose
� =

"
Pd

i=1

↵iMi

,

then for every solution x of (4.1.1) with kx(t
0

� k < � it follows for all
t � t

0

kx(t+)k =

�

�

�

�

�

d
X

i=1

↵i

�

x(t
0

�))
�

xi(t+)

�

�

�

�

�



d
X

i=1

↵i�Mi = ".
qed

In addition to the standard assumptions (S1) and (S2) from Sec-
tion 4.1, throughout this section the Assumption (A2) from Section 4.2.3
is assumed. This ensures that all (consistent) solutions of the switched
DAE (4.1.1) are uniquely determined by their past and have no im-
pulses, therefore, all distributional solutions correspond to piecewise-
smooth functions.

To simplify the notation in this section, all distributional solutions
will be identified with the corresponding piecewise-smooth function.

But it is important to keep in mind that only the distributional
framework as introduced in the previous sections allows to speak of
solutions of the switched DAE (4.1.1), in fact, even in the absence of
impulses in the solution x, there may be impulses in ẋ, hence (4.1.1)
makes no sense without the distributional framework.

Theorem 4.3.9 (Stability under arbitrary switching)

Consider the switched DAE (4.1.1) satisfying Assumptions (S1), (S2)
and (A2). Let ⇧p := ⇧

(Ep,Ap)

2 Rn⇥n and Cp := im⇧p be the consist-
ency projectors and spaces corresponding to the matrix pairs (Ep, Ap)
as in Definition 4.2.5. Assume the classical DAE Epẋ = Apx is, for
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every p = 1, . . . , N , asymptotically stable with Lyapunov function
Vp : Rn

! R�0 . If

8 p, q 2 {1, . . . , N} 8x 2 Cq : Vp(⇧px)  Vq(x), (4.3.3)

then the switched DAE (4.1.1) is asymptotically stable for every switch-
ing signal. 2

Proof. Theorem 4.2.13 already shows that all (distributional) solutions
of (4.1.1) are impulse free, hence it remains to show the convergence
to zero.

Step 1: Definition of a common Lyapunov function candidate.
If x 2 Cp \ Cq for some p, q 2 {1, . . . , N}, then x = ⇧px = ⇧qx hence
(4.3.3) implies Vp(x) = Vq(x), therefore

V : Rn
! R, x 7!

(

Vp(x), x 2 Cp,

0, otherwise

is well defined.
Step 2: V

�

x(t)
�

! 0 as t !1.
For p 2 {1, . . . , N}, let Pp, Qp 2 Cn⇥n be the matrices as in Defini-
tion 4.3.3 corresponding to the DAE Epẋ = Apx. Let furthermore

�p := min
x2Cp\{0}

xT Qpx

Vp(x)
= min

x2Cp

Vp(x)=1

x>Qpx > 0,

where positivity follows from positive definiteness of Vp and Qp on Cp.
Consider a solution x : R ! Rn of (4.1.1), then from Lemma 4.2.6
it follows that on each open interval (s, t) which does not contain a
switching time of � the function x is smooth and a local solution of
Epẋ = Apx, where p = �(⌧), ⌧ 2 (s, t). From x(⌧) 2 Cp for all
⌧ 2 (s, t) it follows that V (x(⌧)) = Vp(x(⌧)) for all ⌧ 2 (s, t) and

d

dtVp

�

x(⌧)
�

= x(⌧)>Qpx(⌧)  ��pVp

�

x(⌧)
�

.

Let t 2 R be a jump of �, then x(t) = ⇧�(t)x(t�) and x(t�) 2 C�(t�)

,
hence, by (4.3.3),

V (x(t)) = V�(t)

�

x(t)
�

= V�(t)

�

⇧�(t)x(t�)
�

 V�(t�)

�

x(t�)
�

= V
�

x(t�)
�
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For � := minp �p it therefore follows

8t, t
0

2 R with t � t
0

: V
�

x(t)
�

 e��(t�t0)V
�

x(t
0

)
�

,

which implies that V
�

x(t)
�

! 0 for all solutions x of (4.1.1).
Step 3: Solutions tend to zero.

Seeking a contradiction, assume x(t) 6! 0. Then there exists " >
0 and a sequence (si)i2N 2 RN with si ! 1 as i ! 1 such that
kx(si)k > " for all i 2 N. There is at least one p 2 {1, . . . , N} such that
the set { i 2 N | �(si) = p } has infinitely many elements, therefore
assume that �(si) = p for some p and all i 2 N. Then x(si) 2 Cp \

{ ⇠ 2 Cp | k⇠k < " } for all i 2 N and since Vp is positive definite on
Cp there exists � > 0 such that V

�

x(si)
�

> � for all i 2 N. This is
a contradiction to V

�

x(t)
�

! 0 as t ! 1. Therefore x(t) ! 0 as
t !1. qed

Remark 4.3.10 (Alternative condition)

Condition (4.3.3) is equivalent to the condition

8 p, q 2 {1, . . . , N} 8x 2 Rn : Vp(⇧p⇧qx)  Vq(⇧qx)

which might be easier to check. 2

Condition (4.3.3) implies that any two Lyapunov functions Vp and
Vq coincide on the intersection Cp \ Cq, hence Theorem 4.3.9 is a gen-
eralization of the switched ODE case where the existence of a com-
mon Lyapunov function is su�cient to ensure stability under arbitrary
switching. However, the existence of a common Lyapunov function is
not enough in the DAE case, as becomes clear from Example 1a in
Section 4.3.2. Under arbitrary switching, solutions will in general ex-
hibit jumps; these jumps are described by the consistency projectors,
and these projectors must “fit together” with the Lyapunov functions
in the sense of (4.3.3) to ensure stability of the switched DAE under
arbitrary switching.

In Example 1b the projectors do not fit together with the Lyapunov
function V (x) = x>x, but for the common Lyapunov function

V (x
1

, x
2

) = x
1

2

� x
1

x
2

+ x
2

2
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the condition (4.3.3) is fulfilled.
If one assumes that the switching signal is chosen in such a way that

no jumps occur, then the conditions on the consistency projectors are
not needed and the following corollary holds.

Corollary 4.3.11

Consider the switched DAE (4.1.1) satisfying (S1), (S2), (A2) and as-
sume each DAE Epẋ = Apx, p = 1, . . . , N , is asymptotically stable
with Lyapunov function Vp and consistency spaces Cp. Let, for t

0

2 R
and x0

2 Rn,

⌃
(t0,x0

)

:=

8

>

<

>

:

� : R ! {1, . . . , N}

�

�

�

�

�

�

�

� fulfills (A1) and 9 solution x

of (4.1.1) with x(t
0

) = x0

and x has no jumps

9

>

=

>

;

.

If

8 p, q = 1, . . . , N 8x 2 Cp \ Cq : Vp(x) = Vq(x), (4.3.4)

then, for � 2 ⌃
(t0,x0

)

, x0

2 Rn, all solutions x of (4.1.1) with x(t
0

) =
x0

2 Rn converge to zero as t !1. 2

Note that actually it is not necessary to impose Assumptions (S1),
(S2) and (A2) explicitly in the above corollary: (S1) is already induced
by the definition of ⌃

(t0,x0
)

, (S2) follows from the assumption that
each DAE Epẋ = Apx is asymptotically stable [Ber08], and (A2) is not
needed any more, because the assumption that no jumps occur also
implies that no impulses can occur, see Remark 4.2.12.

Example 3 from Section 4.3.2 fulfills the assumptions of Corollary
4.3.11, hence if no jumps occur all solutions tend to zero. In fact, the
corresponding Lyapunov functions are

V
1

(x) = x
1

2 + x
2

2,

V
2

(x) = x
2

2 + 4x
3

2,

which clearly coincide on the intersection C
1

\ C
2

which is the x
2

-axis.
For every x0 = (x0

1

, x0

2

, x0

3

)> 2 Rn with x0

1

6= 0 and x0

3

6= 0 it follows
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that x0 /2 C
1

[ C
2

hence no jump free solution with x(t
0

) = x0 exists,
i.e. ⌃

(t0,x0
)

= ;. If x0

2 C
1

or x0

2 C
2

, then there clearly exists a
unique minimal ⌧

(t0,x0) such that any solution x with x(t
0

) = x0 fulfills
x(t

0

+ ⌧
(t0,x0

)

) 2 C
1

\ C
2

and

⌃
(t0,x0

)

=

(

� : R ! {1, . . . , N}

�

�

�

�

�

8 switching times t of � 9k 2 Z :

t = t
0

+ ⌧
(t0,x0

)

+ k
2

)

.

In contrast to this, in Example 1a and 1b the condition (4.3.4) is
trivially fulfilled because C

1

\C
2

= {0}, but only the constant switching
signals yield non-jumping non-trivial solutions, i.e. the set ⌃

(t0,x0
)

is
practically always empty. Hence Corollary 4.3.11 is not very useful in
this case. For Example 2 it is not possible to find Lyapunov functions
for both subsystems such that condition (4.3.4) is fulfilled.

For switched ODEs it is well known that switching between stable
subsystems always yields a stable system provided the so-called dwell
time is large enough. Consider therefore the following set of switching
signals parametrized by a dwell time ⌧d > 0:

⌃⌧d :=

(

� : R ! {1, . . . , N}

�

�

�

�

�

8 switching times ti 2 R, i 2 Z :
ti+1

� ti � ⌧d

)

.

Theorem 4.3.12 (Large dwell time ensures stability)

Consider the switched DAE (4.1.1) satisfying (S1), (S2), (A2) and as-
sume that each DAE Epẋ = Apx, p = 1, . . . , N , is asymptotically stable
with Lyapunov functions Vp and corresponding matrices Qp 2 Cn⇥n.
Let

� := min
p

min
x2Cp\{0}

xT Qpx

Vp(x)
.

Let µ � 1 be such that

8p, q = 1, . . . , N 8x 2 Cq : Vp(⇧px)  µVq(x). (4.3.5)

Then the switched DAE (4.1.1) with � 2 ⌃⌧d is asymptotically stable
whenever

⌧d >
lnµ

�
.
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2

Proof. First note that all solutions of (4.1.1) are impulse free by The-
orem 4.2.13. Fix a solution x 2 R ! Rn of (4.1.1) with a fixed switch-
ing signal � 2 ⌃⌧d . If � has only finitely many switching times, then
asymptotic stability of (4.1.1) is obvious, therefore assume that the set
of switching times { ti 2 R | i 2 Z } of � is infinite.

Let v : R ! R�0 , t 7! V�(t)

�

x(t)
�

and 0 < " := ⌧d �
ln µ
� . Then as in

the proof of Theorem 4.3.9 it follows that

v(ti+1

�)  e��(ti+1�ti)v(ti) 
e��"

µ
v(ti).

Furthermore, condition (4.3.5) yields

v(ti) = V�(ti)

�

⇧�(ti)
x(ti�)

�

 µV�(ti�)

�

x(ti�)
�

= µv(ti�).

All together this yields for all i 2 Z,

v(ti+1

�)  e��"v(ti�),

hence v(ti�) ! 0 as i ! 1. Since v(t)  e��(t�ti)v(ti)  µv(ti�) for
all t 2 [ti, ti+1

), i 2 Z, it also follows that v(t) ! 0 as t ! 1. As in
the proof of Theorem 4.3.9 it now follows that x(t) ! 0 as t ! 0. qed

Remark 4.3.13 (Large enough dwell time always possible)

Since each Lyapunov function Vq, q 2 {1, . . . , N}, is a quadratic func-
tion which is positive definite on Cq, it follows that for all p, q 2

{1, . . . , N}

µq,p := min
x2Cq\{0}

Vp

�

⇧px
�

Vq(x)
= min

x2Cq :Vq(x)=1

Vp

�

⇧px
�

> 0,

hence (4.3.5) is always fulfilled for µ � maxq,p µq,p. Therefore, The-
orem 4.3.12 states that switching between asymptotically stable subsys-
tems yields asymptotic stability provided the dwell time of the switch-
ing signal is large enough. 2

For Example 1a from Section 4.3.2, condition (4.3.5) is fulfilled for
the (common) Lyapunov function x 7! V (x) = x>x with � = 2 and
µ = 2. Hence for dwell times larger than 1

2

ln 2 the switched system
(4.1.1) is asymptotically stable, see also Figure 4.
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5 Controllability and observability for
distributional DAEs

5.1 Controllability

For classical DAEs there exist the two concepts of controllability: R-
controllability and impulse controllability which in some sense are com-
plementary [Dai89]. While R-controllability considers the reachability
of any consistent state in some finite time, impulse-controllability is
related to the reachability of certain impulsive parts. The latter con-
trollability is based on instantaneous control, i.e. the value of the input
and its derivatives u(i)(t+), i 2 N, determines the impulsive part x[t].
Although R-controllability is not defined as instantaneous control, it is
well known that the “control interval” can be chosen arbitrarily small.
In the limit, an instantaneous control results which is impulsive, so it
is natural to generalize R-controllability as the ability to choose u[t]
such that all consistent values and derivatives x(i)(t+), i 2 N, can be
reached. Since this controls the jump from x(i)(t�) to x(i)(t+) the term
“jump-controllability” will be used in the following.

For classical time-varying systems, controllability and reachability
are two di↵erent concept, in the first concept the control is applied in
the future, while in the second concept the control is applied in the past.
However, by shrinking the control-interval to length zero both concepts
get indistinguishable. The same arguments yield that the two di↵erent
concepts initial observability and final observability get conceptually
identically when the observed interval shrinks to length zero.

For notational convenience let, for D 2 D
pwC1 and t 2 R,

D(⇤)(t+) :=
�

D(t+), D0(t+), . . . ,D(i)(t+), . . .
�

2 RN,

i.e. D(⇤)(t+) is the sequence of all right-sided derivatives.

Definition 5.1.1 (Jump- and impulse-controllability)

Consider a distributional DAE with an input

Eẋ = Ax + Bu (5.1.1)
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where E,A 2 (D
pwC1)m⇥n, B 2 (D

pwC1)n⇥p, m, n, p 2 N. Let
B

t0
(E,A,B)

be the set of all ITP solutions of (5.1.1) with initial time
t
0

2 R, i.e.

B

t0
(E,A,B)

:=
�

(x, u) 2 (D
pwC1)n+p

�

� (Eẋ)
[t0,1)

= (Ax + Bu)
[t0,1)

 

,

then (5.1.1) is called jump-controllable at t
0

2 R if, and only if,

8(x0, u0), (x1, u1) 2 Bt0
(E,A,B)

9(x, u) 2 Bt0
(E,A,B)

:

(x, u)
(�1,t0) = (x0, u0)

(�1,t0) ^ (x, u)(⇤)(t
0

+) = (x1, u1)(⇤)(t
0

+).

The distributional DAE (5.1.1) is called impulse-controllable at t
0

2 R
if, and only if,

8(x0, u0), (x1, u1) 2 Bt0
(E,A,B)

9(x, u) 2 Bt0
(E,A,B)

:

(x, u)
(�1,t0) = (x0, u0)

(�1,t0) ^ (x, u)[t
0

] = (x1, u1)[t
0

]. 2

Remark 5.1.2 (Distributional behaviours)

For the definition of jump- and impulse-controllability, it is not assumed
that the matrix pair (E,A) in (5.1.1) is DAE-regular. In fact, the
definition can be easily generalized to distributional behaviours

B =
�

w 2 (D
pwC1)q

�

� R
�

dD
dt

�

(w) = 0
 

,

where R(@) 2 (D
pwC1)r⇥q[@] is a matrix polynomial, and the corres-

ponding initial trajectory distributional behaviour

Bt0 =
�

w 2 (D
pwC1)q

�

� R
�

dD
dt

�

(w)
[t0,1)

= 0
 

.

The generalization of the behavioural approach as introduced by Willems
(see e.g. [Wil07] for an survey) to distributional behaviours seems an
interesting research topic, in particular for the study of DAEs which
are not DAE-regular. 2

Let
R

t0
: D

pwC1 ! D
pwC1 be the antiderivative operator as in Pro-

position 2.1.18, then

v[t
0

] = w[t
0

] , 8i 2 N>0 :

 

✓

Z

0

◆i

v

!

(t
0

+) =

 

✓

Z

0

◆i

w

!

(t
0

+),

142



S. Trenn: Distributional DAEs

hence jump- and impulse-observability are complementary in the fol-
lowing sense: jump-controllability is defined as the ability to match all
derivatives of any trajectories while impulse-controllability is defined
to match all antiderivatives of any trajectory.

The next proposition shows that it su�ces to consider “controllability
to zero”.
Proposition 5.1.3 (Controllability to zero)

The distributional DAE (5.1.1) is jump-controllable at t
0

2 R if, and
only if,

8(x0, u0) 2 Bt0
(E,A,B)

9(x, u) 2 Bt0
(E,A,B)

:

(x, u)
(�1,t0) = (x0, u0)

(�1,t0) ^ (x, u)(⇤)(t
0

+) = 0 (5.1.2)

and (5.1.1) is impulse-controllable at t
0

if, and only if,

8(x, u)0 2 Bt0 9(x, u) 2 Bt0
(E,A,B)

:

(x, u)
(�1,t0) = (x0, u0)

(�1,t0) ^ (x, u)[t
0

] = 0. (5.1.3)
2

Proof. For notational convenience write w := (x, u).
Let (5.1.1) be controllable at t

0

and let w0

2 B

t0
(E,A,B)

be arbitrary.
For w1 := 2w0

2 B

t0
(E,A,B)

and w2 := w0 choose w 2 B

t0
(E,A,B)

such
that w

(�1,t0) = w1

(�1,t0) and w(⇤)(t
0

+) = (w2)(⇤)(t
0

+). Then w :=
w � w0

2 B

t0
(E,A,B)

fulfills w
(�1,t0) = (w1

� w0)
(�1,t0) = w0

(�1,t0)

and w(⇤)(t
0

+) = (w2

� w0)(⇤)(t
0

+) = 0. Hence “jump-controllability
to zero” is shown.

Assume now that (5.1.2) holds and let w1, w2

2 B

t0
(E,A,B)

be arbitrary.
For w0 := w1

�w2 choose w 2 B

t0
(E,A,B)

such that w
(�1,t0) = w0

(�1,t0)

and w(⇤)(t
0

+) = 0. Then w := w + w2

2 B

t0
(E,A,B)

fulfills w
(1,t0) =

(w + w2)
(�1,t0) = w1

(�1,t0) and w(⇤)(t
0

+) = (w + w2)(⇤)(t
0

+) =
(w2)(⇤)(t

0

+), hence (5.1.1) is controllable at t
0

.
An analogous argumentation shows that (5.1.1) is impulse-controlla-

ble if, and only if, (5.1.3) holds. qed
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The following results show that the above defined controllability con-
cepts generalize the well known controllability concepts of classical reg-
ular DAEs Eẋ = Ax + Bu with constant matrices E,A 2 Rn⇥n and
B 2 Rn⇥m.
Proposition 5.1.4 (Generalization of classical controllability)

For A 2 Rn⇥n, B 2 Rn⇥m, t
0

2 R and a nilpotent matrix N 2 Rn⇥n

the following holds.

(i) The (distributional) ODE ẋ = Ax + Bu is jump-controllable (at
any t

0

) if, and only if, rk[B, AB, . . . , An�1B] = n, i.e. the classical
ODE ẋ = Ax + Bu is controllable [Kal60].

(ii) The (distributional) ODE ẋ = Ax + Bu is always impulse-con-
trollable.

(iii) The (distributional) pure DAE Nẋ = x + Bu is always jump-
controllable.

(iv) The (distributional) pure DAE Nẋ = x+Bu is impulse-controlla-
ble (at any t

0

) if, and only if, im N = im[NB,N2B, . . . , Nn�1B],
i.e. the classical pure DAE Nẋ = x + Bu is impulse controllable
in the classical sense ([Cob84, Dai89]). 2

Proof. In the following, the characterizations (5.1.2) and (5.1.3) will be
used.

First observe that in all cases the condition (x0, u0) 2 Bt0
(E,A,B)

puts
no restriction on (x0, u0)

(�1,t0) because the matrix pairs (I, A) and
(N, I) are DAE-regular.

(i) For each x0

2 (D
pwC1)n and u 2 (D

pwC1)m there exists a unique
solution x 2 (D

pwC1)n of the corresponding ITP. In particular,
by evaluating the impulsive part of the equation ẋ = Ax + Bu at
t
0

,
�

x(t
0

+)� x0(t
0

�)
�

�t0 + x[t
0

]0 = Ax[t
0

] + Bu[t
0

].

The ansatz x[t
0

] =
Pk

i=0

↵i�i
t0 and u[t

0

] =
Pl

j=0

�i�i
t0 for some

k, l 2 R with k < l and ↵
0

, . . . ,↵k 2 Rn, �
0

, . . . ,�l 2 Rm yields
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x[t
0

]0 =
Pk

i=0

↵i�
i+1

t0 and therefore

�t0 : x(t
0

+)� x0(t
0

�) = A↵
0

+ B�
0

�0t0 : ↵
0

= A↵
1

+ B�
1

...

�(k)

t0 : ↵k�1

= A↵k + B�k

�(k+1)

t0 : ↵k = B�k+1

�(k+2)

t0 , . . . , �(l)
t0 : 0 = B�k+2

= . . . = B�l

If ẋ = Ax + Bu is jump-controllable, then there exists k 2 N and
�

0

, . . . ,�k+1

such that x(t
0

+) = 0 and

�x0(t
0

�) = [B, AB, . . . , Ak+1B]

2

6

6

6

4

�
0

�
1

...
�k+1

3

7

7

7

5

.

Since x0(t
0

�) 2 Rn can be arbitrary, jump-controllability im-
plies that there exists k 2 N such that rk[B, AB, . . . , Ak+1B] =
n, by the Cayley-Hamilton-Theorem the latter is equivalent to
rk[B, AB, . . . , An�1B] = n.

If rk[B, AB, . . . , An�1B] = n, then u[t
0

] can be chosen such that
the above ansatz yields

�

x(t
0

+) � x0(t
0

�)
�

= �x0(t
0

�) which
implies x(t

0

+) = 0. Furthermore, (3.3.4) together with u
(t0,1)

=
0 implies that x

(t0,1)

= 0 and, in particular, x(i)(t
0

+) = 0 for all
i 2 N, hence B

(I,A,B)

is jump-controllable.

(ii) It must be shown that for every input u 2 (D
pwC1)m with u[t

0

] =
0, t

0

2 R, the solution x 2 (D
pwC1)n of the ITP ẋ = Ax+Bu with

arbitrary initial trajectory x0

2 (D
pwC1)n and initial time t

0

2 R
fulfills x[t

0

] = 0. Making again the ansatz x[t
0

] =
Pk

i=0

↵i�
(i)
t0

for some k 2 N and ↵
0

, . . . ,↵k 2 Rn, the equation ẋ[t
0

] = (Ax +
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Bu)[t
0

] implies

x0(t
0

+)�x0(t
0

�) = A↵
0

, ↵
0

= A↵
1

, . . . , ↵k�1

= A↵k, ↵k = 0,

hence 0 = ↵k = ↵k�1

= . . . = ↵
1

= ↵
0

, i.e. x[t
0

] = 0.

(iii) In Lemma 4.2.6 it was already shown that the local solution of
Nẋ = x + Bu on (t

0

,1) with u
(t0,1)

= 0 fulfills x
(t0,1)

= 0,
hence (5.1.2) holds.

(iv) Let x0

2 (D
pwC1)n be some arbitrary initial trajectory and let

u 2 (D
pwC1)m be some input with u[t

0

] = 0. By Corollary 3.4.4
the unique solution of the corresponding ITP is explicitly given
by

x = �

n�1

X

i=0

(N
[t0,1)

dD
dt )i(Bu

(t0,1)

� x0

(�1,t0)
).

First observe that, for i = 1, . . . , n� 1,

(N
[t0,1)

dD
dt )i(Bu

(t0,1)

� x0

(�1,t0)
)

= N ix0(t
0

�)�(i�1)

t0 + N iBu(i)
(t0,1)

+ N iB
i�1

X

j=0

u(i�1�j)�(j)
t0 ,

hence

x[t
0

] = �

n�1

X

i=1

N i

0

@x0(t
0

�) +
n�2

X

j=0

N jBu(j)(t
0

+)

1

A �(i�1)

t0 .

A necessary condition for x[t
0

] = 0 is that at least the coe�cient
of �t0 is zero, i.e.

8x
0

2 Rn
9u

0

, . . . , un�2

2 Rm : 0 = Nx
0

+ N
n�2

X

j=0

N juj ,

qed

or, in other words, im N = im[NB,N2B, . . . , Nn�1B].
This condition is also su�cient for impulse controllability because
choosing u such that u(j)(t

0

+) = uj as above yields x[t
0

] = 0.
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Corollary 5.1.5

The classical DAE Eẋ = Ax + Bu with regular matrix pair (E,A) 2
Rn⇥n

⇥Rn⇥n and B 2 Rn⇥m is R-controllable (in the sense of [Dai89])
if, and only if, the corresponding distributional DAE 5.1.1 is jump-
controllable (at any t

0

2 R); it is impulse controllable (in the sense of
[Dai89] or [Cob84]) if, and only if, (5.1.1) is impulse-controllable (at
any t

0

2 R). 2

Proof. Clearly, Eẋ = Ax + Bu is jump- or impulse-controllable if, and
only if, SET ẋ = SATx + SBu for some constant invertible matri-
ces S, T 2 Rn⇥n is jump- or impulse-controllable, respectively. Now
the claim follows immediately from [Dai89, Thm. 2-2.2] and [Dai89,
Thm. 2-2.3] qed

5.2 Observability

Consider now (5.1.1) with an output, i.e.

Eẋ = Ax + Bu,

y = Cx + Du,
(5.2.1)

where C 2 (D
pwC1)q⇥n and D 2 (D

pwC1)q⇥p, q 2 N.
Both, the input and the output, can be viewed as external signals

while the variable x is an internal signal. It is an important property
of a system as to whether it is possible to deduce the internal signals
from the knowledge of the external signals.

For classical linear ODEs, observability is defined just in this way
where it is assumed that the external signals are known on some inter-
val. It is well known that for this definition of observability the length of
the “observed” interval can be arbitrarily small, therefore, analogously
as in the controllability definition, it is natural to only consider the fam-
ily of all derivatives of the external signal at some time t

0

and check
whether it is possible to deduce the internal signals from this informa-
tion, this motivates the forthcoming definition of “jump-observability”.
For distributional DAEs the external and internal signals also exhibit
impulsive parts, the observability of those parts is captured by the
definition of “impulse-observability”.
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Definition 5.2.1 (Jump-observability and impulse-observability)

For (5.2.1) and t
0

2 R let

B

t0
(E,A,B,C,D)

:=

(

(x, u, y) 2 (D
pwC1)

�

�

�

�

�

(Eẋ)
[t0,1)

= (Ax + Bu)
[t0,1)

,

y
[t0,1)

= (Cx + Du)
[t0,1)

)

.

The distributional DAE (5.2.1) is called jump-observable at t
0

if, and
only if,

8(x0, u0, y0), (x1, u1, y1) 2 Bt0
(E,A,B,C,D)

:

(u0, y0)(⇤)(t
0

+) = (u1, y1)(⇤)(t
0

+) ) (x0)(⇤)(t
0

+) = (x1)(⇤)(t
0

+).

The distributional DAE (5.2.1) is called impulse-observable at t
0

if, and
only if,

8(x0, u0, y0), (x1, u1, y1) 2 Bt0
(E,A,B,C,D)

:

(u0, y0)[t
0

] = (u1, y1)[t
0

] ) x0[t
0

] = x1[t
0

]. 2

Remark 5.2.2 (The feed-through term Du)

The feed-through term Du in (5.2.1) is in most situation not needed
explicitly because it can be incorporated into the system by adding an
additional state variable z and the algebraic condition 0 = z�Du and
rewriting the output equation as y = [C, I](x/z). If D[·] = 0, then it is
easy to see that this will not change the observability and controllability
properties. In the general case, i.e. D[t

0

] 6= 0 for some t
0

2 R, the
impulse-controllability-property might be changed, because then it is
possible that z[t

0

] 6= 0 independently of u(⇤)(t
0

+) and although u[t
0

] =
0. 2

Remark 5.2.3 (Distributional behaviours)

Remark 5.1.2 for distributional behaviours also applies for the observ-
ability definition. However there is a significant di↵erence: (jump-
or impulse-)controllability is a property of the behaviour itself, it is
not necessary to explicitly define an input, whilst for observability
it is necessary to first define “external signals” from which the in-
ternal signals should be observed. Formally, for a given behaviour
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B = kerR(dD
dt ) ✓ (D

pwC1)q as in Remark 5.1.2 let the “external beha-
viour” be given as

B

ext

=
�

v 2 (D
pwC1)m

�

�

9w 2 B : v = M(dD
dt )(w)

 

= M(dD
dt )B ✓ (D

pwC1)m,

where M(@) 2
�

D
pwC1 [@]

�m⇥q is some polynomial matrix.
For a distributional DAE (5.2.1) let the behaviour B be the set of all

trajectories (x, u), then the corresponding external behaviour consists
of all trajectories (u, y), i.e. B

ext

= [ 0 I
C D ]B. 2

Similar as for controllability it is first shown that observability is
characterized by observability of zero.

Proposition 5.2.4 (Observability of zero)

The distributional DAE (5.2.1) is impulse-observable at t
0

if, and only
if,

8(x, u, y) 2 Bt0
(E,A,B,C,D)

: (u, y)(⇤)(t
0

+) = 0 ) x(⇤)(t
0

+) = 0.

(5.2.2)
The distributional DAE (5.2.1) is impulse-observable at t

0

if, and only
if,

8(x, u, y) 2 Bt0
(E,A,B,C,D)

: (u, y)[t
0

] = 0 ) w[t
0

] = 0. (5.2.3)
2

Proof. If (5.2.1) is jump-observable (or impulse-observable) at t
0

the
property (5.2.2) (or (5.2.3)) follows easily by considering (x1, u1, y1) =
0. For the converse just consider the di↵erence (x0

� x1, u0

� u1, y0

�

y1). qed

For the next results, classical DAEs with inputs and outputs are
considered:

Eẋ = Ax + Bu,

y = Cx,
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where E,A 2 Rn⇥n are such that the matrix pair (E,A) is regular,
B 2 Rn⇥m and C 2 Rk⇥n. As mentioned in Remark 5.2.2 it is not a
restriction of the general case to set D = 0 in (5.2.1) for the constant
coe�cient case.
Proposition 5.2.5 (Generalization of classical observability)

For A 2 Rn⇥n, B 2 Rn⇥m, C 2 Rk⇥n, t
0

2 R and a nilpotent matrix
N 2 Rn⇥n the following holds.

(i) The (distributional) ODE ẋ = Ax + Bu, y = Cx, is jump-
observable (at any t

0

) if, and only if, rk[C/CA/ · · · /CAn�1] = n,
i.e. the classical ODE ẋ = Ax+Bu, y = Cx is observable [Kal60].

(ii) The (distributional) ODE ẋ = Ax + Bu, y = Cx, is always
impulse-observable.

(iii) The (distributional) pure DAE Nẋ = x + Bu, y = Cx, is always
jump-observable.

(iv) The (distributional) pure DAE Nẋ = x+Bu, y = Cx, is impulse-
observable if, and only if, kerN = ker[CN, CN2, . . . , CNn�1],
i.e. the classical pure DAE Nẋ = x + Bu, y = Cx is impulse
observable in the classical sense ([Cob84, Dai89]).

Proof. In the following the characterizations (5.2.2) and (5.2.3) for
jump- and impulse-observability will be used.

(i) For the initial trajectory x0

2 (D
pwC1)n let x 2 (D

pwC1)n be
the unique solution of the corresponding ITP for u = 0. It then
follows that

y(t
0

+) = Cx(t
0

+), y0(t
0

+) = Cx0(t
0

+) = CAx(t
0

+),

. . . , y(i) = CAix(t
0

+).

Corollary 3.3.9 yields that x(t
0

+) = x(t
0

�) = x0(t
0

�) hence
x(t

0

+) 2 Rn can be arbitrary. Hence, by the Cayleigh-Hamilton
Theorem, jump-observability is equivalent to the full rank condi-
tion rk[C, CA, . . . , CAn�1] = n.
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(ii) As in the proof of Proposition 5.1.4, u[t
0

] = 0 implies that all
ITP solutions of ẋ = Ax + Bu fulfill x[t

0

] = 0, hence impulse-
observability holds.

(iii) Let x0

2 (D
pwC1)n be any initial trajectory and let u 2 (D

pwC1)m

be some input signal. By Corollary 3.4.4 the unique solution of
the corresponding ITP is explicitly given by

x = �

n�1

X

i=0

(N
[t0,1)

dD
dt )i(Bu

(t0,1)

� x0

(�1,t0)
),

therefore

x
(t0+,1)

= �

n�1

X

i=0

N iBu(i)
(t0,1)

.

In particular, u(⇤)(t
0

+) = 0 always implies x(⇤)(t
0

+) = 0, hence
B

(N,I,B)

is jump-observable (independently from the actual out-
put).

(iv) Let x0

2 (D
pwC1)n be some arbitrary initial trajectory and let

u 2 (D
pwC1)m be some input with u[t

0

] = 0. As in the proof
of Proposition 5.1.4 it follows that the unique solution x of the
corresponding ITP fulfills

x[t
0

] = �

n�1

X

i=1

N i

0

@x0(t
0

�) +
n�2

X

j=0

N jBu(j)(t
0

+)

1

A �(i�1)

t0

and

y[t
0

]=Cx[t
0

]=�
n�1

X

i=1

CN i

0

@x0(t
0

�) +
n�2

X

j=0

N jBu(j)(t
0

+)

1

A �(i�1)

t0 .

Since x(t
0

�) 2 Rn is arbitrary, the implication y[t
0

] = 0 )

x[t
0

] = 0 holds if, and only if,

ker[CN/CN2/ · · · /CNn�1] = ker[N/N2/ · · · /Nn�1] = kerN.

qed
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Corollary 5.2.6

The classical DAE Eẋ = Ax + Bu, y = Cx, with regular matrix pair
(E,A) 2 Rn⇥n

⇥ Rn⇥n, B 2 Rn⇥m and C 2 Rp⇥n is R-observable (in
the sense of [Dai89]) if, and only if, the corresponding distributional
behaviour B

(E,A,B)

is jump-observable (at any t
0

2 R) and it is impulse-
observable (in the sense of [Dai89] or [Cob84]) if, and only if, B

(E,A,B)

is impulse-observable (at any t
0

2 R). 2

Proof. This follows immediately from [Dai89, Thm. 2-3.3] and [Dai89,
Thm. 2-3.4]. qed

5.3 A normal form for pure DAEs

The previous sections showed that for regular DAEs with constant coef-
ficients the controllability and observability properties are complement-
ary in the sense that jump-controllability and -observability are prop-
erties solely given by the underlying ODE and impulse-controllability
and -observability are properties of the underlying pure DAE. For ODEs
there are several normal forms incorporating the input and output. The
Byrnes-Isidori normal form (which focuses on the relative degree [Isi95,
p. 165], see also [IRT07, Lem. 3.5]) and the Kalman-decomposition
(which focuses on controllable and observable substates [Kal62]) are
examples of such normal forms.

The aim of this section is to find similar normal forms for time-
invariant pure DAEs. It will turn out that there exists a normal
form which actually combines the properties of the above mentioned
normal forms for ODEs. In fact, the state space is separated into
impulse-controllable and -observable sub-states and, simultaneously,
the so called relative degree determines the structure of the normal
form, see Theorem 5.3.12. Compared to a similar decomposition pro-
posed in [Dai89, p. 52] (without proof) the normal form from The-
orem 5.3.10 is more specific and allows for a better analysis.

There are already results on normal or condensed forms of DAEs
available, e.g. [VLK81], [LÖMK91], [Rat97], [KM06], but they do not
focus on the relative degree or on impulse-controllable and -observable
states. In addition, they partly use a di↵erent concept of equivalence
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which leads to other normal forms.
The considered equivalence relation used to obtain the normal form

is given in the following.
Definition 5.3.1 (Equivalence of DAEs)

Identify each DAE

Eẋ = Ax + bu,

y = cx,
(5.3.1)

with the corresponding tuple (c, E, A, b) 2 R1⇥n
⇥Rm⇥n

⇥Rm⇥n
⇥Rm

and size m⇥n. Two DAEs (c
1

, E
1

, A
1

, b
1

) and (c
2

, E
2

, A
2

, b
2

) are called
equivalent, or short

(c
1

, E
1

, A
1

, b
1

) ' (c
2

, E
2

, A
2

, b
2

),

if, and only if, they have the same size m⇥n and there exist invertible
matrices S 2 Rm⇥m, T 2 Rn⇥n such that

(c
2

, E
2

, A
2

, b
2

) = (c
1

T, SE
1

T, SA
1

T, Sb
1

). 2

Remark 5.3.2 (Equivalence and solutions)

With the notation as in Definition 5.3.1 the following equivalence holds
for all (y, x, u) 2 D

pwC1 ⇥ (D
pwC1)n

⇥ D
pwC1 :

(y, x, u) solves (c
1

, E
1

, A
1

, b
1

) , (y, T�1x, u) solves (c
2

, E
2

, A
2

, b
2

),
2

in particular, the inputs and outputs remain “unchanged”. The same
is true also for ITP problems, provided the initial trajectories x1

0

and
x2

0

fulfill x1

0

= Tx2

0

(compare also Remark 3.1.6).

Definition 5.3.3 (Pure DAEs)

A DAE (c, E, A, b) with size n ⇥ n is called pure DAE if, and only if,
there exists a nilpotent matrix N 2 Rn⇥n such that

(c, E, A, b) ' (bc, N, I,bb),

with corresponding bc>,bb 2 Rn. A pure DAE (c, E, A, b) is called in
standard form if, and only if, A = I. 2
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Remark 5.3.4 (Pure DAEs are pure distributional DAEs)

Clearly, (c, E, A, b) is a pure DAE if, and only if, A is invertible and
A�1E (or, equivalently, EA�1) is nilpotent. Hence the definition is
consistent with Definition 3.4.1. 2

From the theory of linear ODEs it is well known, that the controllabi-
lity- and observability-matrices play an important role for controllabil-
ity and observability as well as for the construction of normal forms. It
is possible to define analogous matrices for DAEs, which play similar
roles. Furthermore one can define impulse-controllability- and impulse-
observability-indices which are invariants with respect to equivalence
transformations. This is important for the normal form and can be
used for characterizations of impulse-controllability and -observability.

Definition 5.3.5 (Impulse-controllability/observability-index)

Consider a pure DAE (c, E, A, b) with size n⇥ n.
The impulse-controllability-matrix of (c, E, A, b) is

B
imp

:=
⇥

b, Nbb, Nb
2b, . . . , Nb

n�1b
⇤

, where Nb := EA�1.

The impulse-controllability-index of (c, E, A, b) is

db := rkB
imp

.

The impulse-observability-matrix of (c, E, A, b) is

C
imp

:=
⇥

c/cNc/cNc
2/ . . . /cNc

n�1

⇤

, where Nc := A�1E.

The impulse-observability-index of (c, E, A, b) is

dc := rkC
imp

. 2

Proposition 5.3.6 (Invariance)

Impulse-controllability and -observability as well as the corresponding
indices are invariant under equivalence transformations. 2
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Proof. It follows from Remark 5.3.2 that an equivalence transformation
does not change the property of a system to be impulse-controllable or
-observable.

Let (c
1

, E
1

, A
1

, b
1

) ' (c
2

, E
2

, A
2

, b
2

) via S, T 2 Rn⇥n and let B
imp,1,

C
imp,1, B

imp,2, and C
imp,2 be the corresponding impulse-controllable-

and impulse-observable-matrices. From the definition it follows that

B
imp,2 = SB

imp,1,

hence the corresponding impulse-controllability-indices are equal. Ana-
logously,

C
imp,2 = C

imp,1T

which shows that the impulse-observability-index is invariant. qed

Proposition 5.3.7 (Special structure of Bimp and Cimp)

Consider a pure DAE in standard form (c, N, I, b) with size n⇥ n and
with impulse-controllability- and impulse-observability-indices db, dc 2

N, respectively. Then

B
imp

=
⇥

b, Nb, . . . , Ndb�1b, 0, . . . , 0
⇤

and
C

imp

=
⇥

c/cN/ . . . /cNdc�1/0/ . . . /0
⇤

. 2

Proof. Let d 2 N be the smallest number such that Ndb = 0 (which
exists since N is nilpotent). In terms of [Lan70, XII.7] the vector b
is N -cyclic with period d. Now [Lan70, Lemma XII.7.1] states that
[b, Nb, . . . , Nd�1b] has full rank which yields

db = rkB
imp

= rk
⇥

b, Nb, . . . , Nd�1b, 0, . . . , 0
⇤

= d,

this is the assertion of the proposition. The same argument applied to
N> and c> shows the analogous property for C

imp

. qed

Definition 5.3.8 (Negative relative degree)

Consider a pure DAE (c, E, A, b) with corresponding standard form
(bc, N, I,bb). The negative relative degree r 2 N is given by

r = max
i2N

{bcN i
bb 6= 0}.
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If bcN i
bb = 0 for all i 2 N, let r := �1. 2

Note that the negative relative degree is invariant under equivalence
transformations.

Remark 5.3.9 (Classical relative degree)

Let g(s) := c(Es � A)�1b 2 R(s) be the so called transfer function of
the DAE (c, E, A, b); if (c, E, A, b) is an ODE, i.e. E is invertible, then
the (classical) relative degree % is defined as

% = deg q(s)� deg p(s),

where p, q 2 R[s] are such that g(s) = p(s)/q(s). It is not di�cult to
see that for pure DAEs the transfer function g(s) is a polynomial and

r = deg g(s) = �%,

therefore Definition 5.3.8 is consistent with the classical definition. 2

It is now possible to formulate the main result of this section. With
the proposed normal form, the influence of the input on the states and
the influence of states on the output can easily be seen.

Theorem 5.3.10 (Normalform for pure DAEs)

Consider a pure DAE (c, E, A, b) with size n, negative relative de-
gree r � 0, impulse-controllability- and impulse-observability-indices
db, dc 2 N, respectively.
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Then (c, E, A, b) is equivalent to (bc, bN, bI,bb), where

bc = [0, . . . , 0, 1], bN =

2

6

6

6

6

6

6

6

6

6

6

6

4

0
1

10
0 0 0

E
1

N
1

0 0

E
2

E
3

0
1

10
0⇤

0⇤ 0 0
0
1

10

3

7

7

7

7

7

7

7

7

7

7

7

5

 

dc�r�1

} n�dc�db+r+1

 

db�r�1

o

r+1

bI =

2

6

6

6

6

6

6

6

6

6

6

6

4

I

I

I

I⇤

3

7

7

7

7

7

7

7

7

7

7

7

5

, bb =

2

6

6

6

6

6

6

6

6

6

6

6

4

0

0

0
�
0

0

3

7

7

7

7

7

7

7

7

7

7

7

5

,

where � := cA�1(EA�1)r
b = c(A�1E)r

A�1b 6= 0,

0⇤ =

"

⇤ ⇤ 1
0

#

, 0⇤ =

2

6

4

1
⇤

0
⇤

3

7

5

, I⇤ =

"1

⇤ ⇤ 1

#

,

and N
1

2 R(n�dc�db+r+1)⇥(n�dc�db+r+1) is a nilpotent matrix (in Jor-
dan canonical form). 2

Proof. Without loss of generality, assume that the DAE is in standard
form, i.e. (c, E, A, b) = (c, N, I, b) for some nilpotent matrix N . In this
case � = cNrb 6= 0.

The proof consists of two main steps. The first step is the con-
struction of the transformation matrices S and T , in particular the
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construction must ensure that S and T are invertible. In the second
step it is shown that indeed (c, N, I, b) ' (bc, bN, bI,bb) via S and T .

Step 1: Construction of S and T
The construction is based on the five matrices L 2 Rn⇥(dc�r�1), L 2
Rn⇥(n�dc�db+r+1), B 2 Rn⇥(db�r�1), B 2 Rn⇥(r+1), and bI 2 Rn⇥n,
which define the transformation matrix S and T by

S := �
⇥

L,L,B,B
⇤�1

,

T :=
1
�

⇥

L,L,B,B
⇤

bI.

Step 1a: The matrix bI.
Let

bI :=


I
I⇤

�

2 Rn⇥n,

where

I⇤ :=

2

6

6

6

4

1

cb
-�

cNb
-� · · ·

cNr-1b
-�

1

3

7

7

7

5

2 R(r+1)⇥(r+1). (5.3.2)

Obviously, bI is invertible.
Step 1b: The matrices B and B.

Let
B :=

⇥

b, Nb, . . . , Nrb
⇤

2 Rn⇥(r+1)

and
C :=

⇥

cNr/ . . . /cN/c
⇤

2 R(r+1)⇥n

Since cNkb = 0 for all k > r and cNrb 6= 0 it follows that

CB =

2

6

6

6

6

6

4

cNrb

cNr-1b

...
cb

· · ·

cNr-1b cNrb

3

7

7

7

7

7

5

2 R(r+1)⇥(r+1) (5.3.3)
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is invertible and hence B and C must have full rank. In particular this
implies db � r + 1 and dc � r + 1. Let

B :=
⇥

Nr+1b, Nr+2b, . . . , Ndb�1b
⇤

2 Rn⇥(db�r�1),

then by the definition of db the matrix
⇥

B,B
⇤

has full column rank.
Step 1c: The matrix L.

If dc = r + 1, then L is the empty matrix. Otherwise let

C :=
⇥

cNdc�1/cNdc�2/ · · · /cNr+1

⇤

2 R(dc�r�1)⇥n.

Then ker
⇥

C/C
⇤

is an (n � dc)-dimensional subspace of ker C (where
dim ker C = n�r�1), i.e. there exists a full rank matrix L 2 Rn⇥(dc�r�1)

such that im L � ker
⇥

C/C
⇤

= ker C. In particular im L \ ker C = {0}
and im L ✓ ker C. Let

L := �L
�

CL
��1

.

It remains to show that, firstly, L is well defined, i.e. that CL is an
invertible matrix, and, secondly, that [L,B,B] has full rank (otherwise
the matrix S is not well defined). Assume that CLm = 0 for some
m 2 Rn. Then Lm 2 im L \ ker C = {0}, hence CL has only a trivial
kernel which implies invertibility. To show that [L,B,B] has full rank,
observe that imL = im L and, by the definition of the relative degree,
im
⇥

B,B
⇤

✓ ker C. Hence {0} = im L \ ker C ◆ imL \ im
⇥

B,B
⇤

, which
implies that [L,B,B] has full rank.

Step 1d: The matrix L.
If db = r+1, then L is the empty matrix. Otherwise choose, analogously
as in the previous step, a full rank matrix K 2 R(db�r�1)⇥n such that
im K>

� ker
⇥

B,B
⇤> = kerB>. Again the matrix B

>
K> is invertible.

Let
K = (KB)�1K,

with an analogous argument as in Step 1c it can be shown that
⇥

K/C/C
⇤

has full rank, hence it is possible to choose a full rank matrix L 2

Rn⇥(n�dc�db+r+1) such that

imL = ker
⇥

K/C/C
⇤

.
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It remains to show that
⇥

L,L,B,B
⇤

has full rank (i.e. is invertible).
To show this, first observe that, by the definition of the relative degree,
imB \ ker C = {0} and recall that imL \ ker C = {0} and analogously
imK

>
\ kerB> = {0}, the latter is equivalent to imB \ kerK = {0}.

Altogether this yields

ker
⇥

K/C/C
⇤

\ im
⇥

L,B,B
⇤

= {0},

which implies that the square matrix
⇥

L,L,B,B
⇤

has full rank which
completes the first step of the proof.

Step 2: The normal form is obtained by the transformation matrices
S and T .
It will now be shown that the products ST , Sb, cT and SNT have the
desired form.

Step 2a: ST = bI.
By definition ST = bI.

Step 2b: Sb = bb.
Let er = [0, . . . , 0, 1, 0, . . . , 0

| {z }

r

]> 2 Rn, then Sb = bb = �er if, and only if,

b = �S�1er. The latter is fulfilled since

�S�1 =
⇥

L,L,B, b,Nb, . . . , Nrb
| {z }

=B

⇤

.

Step 2c: cT = bc.
Choose a full rank matrix K 2 R(n�dc�db+r+1)⇥n such that

imK

> = ker
⇥

L,B,B
⇤>

.

It can be shown analogously as in Step 1d that the square matrix C :=
h

C/K/K/C
i

has full rank (i.e. is invertible). Writing B :=
⇥

L,L,B,B
⇤

the matrix T can clearly be written as

T = C�1��1CBbI.

Since cC�1 = [0, . . . , 0, 1] it remains to show that

[0, . . . , 0, 1]��1CBbI = [0, . . . , 0, 1] = bc,
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or, equivalently, that the last row of the product CB equals the last
row of �bI�1. It is easy to see that the last row of �bI�1 is

[0, . . . , 0, cb, cNb, . . . , cNrb].

Observe that

CB =

2

6

6

4

CL CL CB CB

KL KL KB KB

KL KL KB KB

CL CL CB CB

3

7

7

5

. (5.3.4)

The matrices L and L are such that imL and imL are both subspaces
of ker C, hence CL = 0 and CL = 0. From the definition of the relative
degree it follows that CB = 0. Together with (5.3.3) this shows that
the last row of CB is [0, . . . , 0, cb, cNb, . . . , cNrb].

Step 2d: SNT = bN .
Invoking the notation of Step 2c write

SNT = (CB)�1CNBbI.

Note that the product CB in (5.3.4) can further be simplified by the fol-
lowing observations, CL = �I, C[L,B,B] = 0, K[L,B,B] = 0, K[L,B] =
0, and KB = I:

CB =

2

6

6

4

�I 0 0 0
0 KL 0 0
KL 0 I 0
0 0 0 CB

3

7

7

5

.

Hence

(CB)�1 =

2

6

6

4

��1I 0 0 0
0 (KL)�1 0 0

���1

KL 0 I 0
0 0 0 (CB)�1

3

7

7

5

.

By Proposition 5.3.7,

NB = B

h

0
1

10

i

and CN =
h

0
1

10

i

C,
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furthermore CNB = CB

h

0
1

10

i

, KNB = 0 and CNL = 0, hence

CNB =

2

6

6

6

6

6

4

�
h

0
1

10

i

0 0 0

KNL KNL 0 0
KNL KNL

h

0
1

10

i

KNB

CNL 0 0 CB

h

0
1

10

i

3

7

7

7

7

7

5

.

Therefore,

SNT = (CB)�1CNBbI =

2

6

6

6

6

6

6

4

h

0
1

10

i

0 0 0

cE
1

cN
1

0 0
E

2

cE
3

h

0
1

10

i

KNBI⇤

(CB)�1

CNL 0 0
h

0
1

10

i

I⇤

3

7

7

7

7

7

7

5

,

where cE
1

= (KL)�1

KNL, cN
1

= (KL)�1

KNL, E
2

= �KL

h

0
1

10

i

+

KNL, cE
3

= KNL, and I⇤ is given by (5.3.2). Note that

CNL =

2

6

6

6

6

6

4

cNr+1

cNr

...
cN2

cN

3

7

7

7

7

7

5

L =

2

6

6

6

6

6

4

�cNr+1L(CL)�1

0
...
0
0

3

7

7

7

7

7

5

= �

2

6

6

4

0 0 1

0

3

7

7

5

,

hence (CB)�1

CNL = 0⇤, and

KNB = K[Nb,N2b, . . . , Nrb, Nr+1b]

= [0, 0, . . . , 0, (KB)�1KNr+1b] =

2

6

6

6

6

6

4

1
0

0

0

3

7

7

7

7

7

5

,

hence KNBI⇤ = 0⇤.
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Clearly,
h

0
1

10

i

I⇤ =
h

0
1

10

i

and it remains to show that cN
1

is nilpo-

tent. This follows from the fact that SNT bI�1 = SNS�1 is nilpotent
and because of the special block structure this implies that cN

1

must
also be nilpotent. Without changing the block structure it is possible
to transform cN

1

to Jordan form N
1

, this changes cE
1

and cE
3

to E
1

and
E

3

. qed

Remark 5.3.11 (Explicit calculation of normal form)

The proof of Theorem 5.3.10 is constructive. In fact, for a given pure
DAE in standard form (c, N, I, b) with negative relative degree r � 0
and impulse-controllability- and impulse-observability-indices db, dc 2

N, respectively, the specific matrices in the normal form are given as
follows:

E
1

= J�1(KL)�1

KNL 2 R(n�dc�db+r+1)⇥(db�r�1),

E
2

= KNL�KL

h

0
1

10

i

2 R(db�r�1)⇥(dc�r�1),

E
3

= KNLJ 2 R(db�r�1)⇥(n�dc�db+r+1),

N
1

= J�1(KL)�1

KNLJ 2 R(n�dc�db+r+1)⇥(n�dc�db+r+1),

0⇤ =

2

6

6

4

cb
-�

cNb
-� · · ·

cNr-1b
-� 1

0

3

7

7

5

2 R(db�r�1)⇥(r+1),

0⇤ = (CB)�1�

2

6

6

6

6

6

4

1
0

0

0

3

7

7

7

7

7

5

2 R(r+1)⇥(dc�r�1),

I⇤ =

2

6

6

6

4

1

cb
-�

cNb
-� · · ·

cNr-1b
-�

1

3

7

7

7

5

2 R(r+1)⇥(r+1),
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where

B :=
⇥

b, Nb, . . . , Nrb
⇤

, B :=
⇥

Nr+1b, Nr+2b, . . . , Ndb�1b
⇤

C :=
⇥

cNdc�1/cNdc�2/ · · · /cNr+1

⇤

, C :=
⇥

cNr/ . . . /cN/c
⇤

,

K := [0, I]
⇣

⇥

B

>/B
>⇤[B,B]

⌘�1

h

B

>/B
>i
2 R(db�r�1)⇥n

L := �
⇥

C

>
, C>

⇤

⇣

[C/C]
⇥

C

>
, C>

⇤

⌘�1

[I/0] 2 Rn⇥(dc�r�1),

K

>
2 Rn⇥(n�dc�db+r+1) is a basis of ker

⇥

L

>/B
>

/B>
⇤

,

L 2 Rn⇥(n�dc�db+r+1) is a basis of ker
⇥

K/C/C
⇤

,

and J 2 R(n�dc�db+r+1)⇥(n�dc�db+r+1) is a basis transformation such
that N

1

is in Jordan normal form.
If the DAE (c, E, A, b) is not in standard form, then either N and b

in the above formulae must be replaced by A�1E and A�1b, resp., or
N and c must be replaced by EA�1 and cA�1, resp. 2

The normal form of Theorem 5.3.10 can be viewed as a specialization
of (2-5.4) in [Dai89, p. 52]: it is more explicit and simpler, the size of
the di↵erent blocks is explicitly given, and the influence of the input
on the states can be seen more directly as well as the influence of the
states on the output. Furthermore no proof is given in [Dai89].

With the normal form from Theorem 5.3.10 it is now possible to give
characterization of impulse-controllability and -observability.
Theorem 5.3.12 (Impulse-controllability and -observability)

Consider a pure DAE (c, E, A, b) with negative relative degree r � 0 and
impulse-controllability- and impulse-observability-indices db, dc 2 N.

Let N
1

2 R(n�db�dc+r+1)⇥(n�db�dc+r+1) be given as in Theorem
5.3.10. Then the following characterizations of impulse-controllability
and -observability hold:

(i) The DAE is impulse-controllable if, and only if, dc = r + 1 and
N

1

= 0

(ii) The DAE is impulse-observable if, and only if, db = r + 1 and
N

1

= 0. 2
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Proof. Let (bc, bN, bI,bb) be the normal form of (c, E, A, b) from The-
orem 5.3.10.

(i) It is easily seen that (bc, bN, bI,bb) is equivalent to (ec, eN, I,eb) with

eN =

2

6

6

6

4

0
1

10
0 0 0

E
1

N
1

0 0
0⇤ 0

0
1

10
0

E
2

E
3

e0⇤
0
1

10

3

7

7

7

5

where the matrices E
1

, E
2

, E
3

, N
1

, 0⇤ are the same as in The-
orem 5.3.10 and e0⇤ has the same structure as 0⇤ from Theorem
5.3.10, in particular 0⇤ and e0⇤ have a one in the upper right
corner. The vector eb is given by eb = [0, . . . , 0, �, 0, . . . , 0]> with
� 6= 0 at the (n� db + 1)-th position.

By Proposition 5.1.4 the DAE (ec, eN, I,eb) is impulse-controllable
if, and only if, im[ eNeb, eN2

eb, . . . , eNn�1

eb] = im eN . It is easily seen
that

im[ eNeb, eN2

eb, . . . , eNn�1

eb] = im

2

6

6

6

4

0 0
0 0

0
1

10
0

e0⇤
0
1

10

3

7

7

7

5

.

hence for the given DAE impulse-controllability is equivalent to
the condition

im

2

6

6

4

0
1

10
0

E
1

N
1

0⇤ 0
E

2

E
3

3

7

7

5

✓ im

2

6

6

6

4

0 0
0 0

0
1

10
0

e0⇤
0
1

10

3

7

7

7

5

.

A necessary and su�cient condition for this is that the matrix 0⇤
is not existent (because it has a one in the upper right corner),
i.e. dc = r + 1, and that N

1

is the zero matrix.
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(ii) It is easily seen that (bc, bN, bI,bc) is equivalent to (ec, eN, I,eb) with

eN =

2

6

6

6

6

4

0
1

10
0 0 0

e0⇤
^h0
1

10

i

0 0
E

1

0 N
1

0
E

2

0⇤ E
3

0
1

10

3

7

7

7

7

5

,

where E
1

, E
2

, E
3

, N
1

, O⇤ are as in the normal form in Theorem
5.3.10, e0⇤ has the same structure as 0⇤ from Theorem 5.3.10 and

^h0
1

10

i

=

2

6

6

6

6

6

4

0
1 0

. . . . . .
1 0

⇤ · · · ⇤ 1 0

3

7

7

7

7

7

5

.

The vector ec is given by ec = [0, . . . , 0, 1, 0, . . . , 0] where the one is
at position dc.
By Proposition 5.2.5 the DAE (ec, eN, I,eb) is impulse-observable
if, and only if, ker[ec eNdc/ec eNdc�1/ . . . /ec eN ] = ker eN . Easy calcula-
tions show that (here it is needed that e0⇤ has a one in the upper
right corner)

ker[ec eNdc/ec eNdc�1/ . . . /ec eN ] = ker

2

4

0
1

10
0 0 0

e0⇤
^h0
1

10

i

0 0

3

5 .

Hence impulse-controllability of the DAE is equivalent to the con-
dition

ker

2

4

0
1

10
0 0 0

e0⇤
^h0
1

10

i

0 0

3

5

✓ ker

"

E
1

0 N
1

0
E

2

0⇤ E
3

0
1

10

#

.

Because 0⇤ has a one in the upper right corner the inclusion holds
if, and only if, 0⇤ does not exists, i.e. db = r + 1, and N

1

= 0. qed
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Corollary 5.3.13 (Special normal form)

The pure DAE (c, E, A, b) is impulse-controllable and -observable if,
and only if, the normal form (bc, bN, bI,bb) from Theorem 5.3.10 reduces
to

(bc, bN, bI,bb)=

0

@[0, . . . , 0, 1],

"

0 0

0
0
1

10

#

,

"

I 0
0

1

⇤ ⇤ 1

#

, [0, . . . , 0
| {z }

n�r�1

, �, 0, . . . , 0
| {z }

r

]>
1

A.

In particular, if the negative relative degree r of a pure DAE (c, E, A, b)
is maximal, i.e. r = n� 1, then (c, E, A, b) is impulse-controllable and
-observable. 2

Remark 5.3.14 ((Un-)controllable and (un-)observable substates)

For a pure DAE in normal form (ĉ, N̂ , Î, b̂) as in Theorem 5.3.10 divide
the corresponding state variable x into x = (x

1

/x
2

/x
3

/x
4

) conforming
to the block sizes of the normal form. First observe that the substates
x

1

and x
2

are independently given from the input u, in fact, x
1

is the
unique solution of the regular DAE (or the corresponding ITP)

h

0
1

10

i

ẋ
1

= x
1

and w is the unique solution of a regular DAE with inhomogeneity
E

1

x
1

:
N

1

ẋ
2

= x
2

� E
1

x
1

.

Therefore, x
1

and x
2

can be called uncontrollable substates. The state
x

4

is uniquely given by the regular DAE
h0

1

10

i

ẋ
4

= I⇤x4

+ [�, 0, . . . , 0]>u� 0⇤x1

,

and finally the state x
3

is the unique solution of the regular DAE
h

0
1

10

i

ẋ
3

= x
3

� E
2

x
1

� E
3

x
2

� 0⇤x
4

.

Therefore, the state x
4

can be directly controlled by u and the state
x

3

can be controlled by u via the state !, hence the states x
3

and x
4
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can be called (impulse-) controllable substates. In fact, if the states x
1

and x
2

do not exists, then Proposition 5.3.12 shows that the pure DAE
is impulse-controllable.

The output y is given by y = [0, . . . , 0, 1]x
4

and since x
4

does not
depend on the states x

2

and x
3

, the latter can be called unobservable
substates. If the states x

2

and x
3

do not exist, then, by Theorem 5.3.12,
the DAE is impulse-observable, hence the states x

1

and x
4

can be called
(impulse-)observable substates. This relation between the di↵erent sub-
states is also illustrated in Figure 8. 2

x
4

x
1

x
2

x
3

u

y

Figure 8: Dependencies of the four substates corresponding to the normal form

from Theorem 5.3.10, see also Remark 5.3.14. The substate x1 is

(impulse-) observable but not controllable, x2 is neither controllable

nor observable, x3 is (impulse-) observable but not observable and x4

is both, impulse-controllable and -observable.

With the help of the normal form from Theorem 5.3.10 it is possible
to explicitly define an input u such that, for the impulse-controllable
case, each ITP has a impulse free solution. For the impulse-observable
case it is possible to explicitly calculate the impulses in the states if the
output is known.
Theorem 5.3.15 (Impulse-elimination and -reconstruction)

Consider a pure DAE in standard form (c, N, I, b) and with the normal
form (bc, bN, bI,bb) as in Theorem 5.3.10.
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(i) Assume (c, N, I, b) is impulse-controllable, i.e. the DAE is equi-
valent to the impulse-controllable normal form
2

6

4

0 0
0

E
3

0
1

10

3

7

5

ż = z +

2

6

4

0
cNrb

0

0

3

7

5

u,

y = [0, . . . , 0, cb
cNrb ,

cNb
cNrb , . . . ,

cNr-1b
cNrb , 1, 0, . . . , 0]

where the size of the submatrix
h

0
1

10

i

is db⇥ db. For some initial

trajectory z0 = [z0

1

/z0

2

] 2 (D
pwC1)(n�db)+db and initial time t

0

2

R let

�z := �z0

2

(t
0

�)�


0
1

10

�>  0
E

3

�

z0

1

(t
0

�) 2 Rdb ,

then the input u = ureg

D with

ureg(t) :=

(

0 , t < t
0

,
1

cNrb [1, t� t
0

, (t�t0)
2

2

, . . . , (t�t0)
(db�1)

(db�1)!

]�z , t � t
0

ensures that the unique solution z of the corresponding ITP is
impulse free at t

0

.

(ii) Assume (c, N, I, b) is impulse-observable, i.e. the DAE is equival-
ent to the impulse-observable normal form

2

6

4

0 E
1

0

0
0
1

10

3

7

5

ż = z +

2

6

6

6

4

0

···
0

cNrb
cNr-1b

···
cb

3

7

7

7

5

u,

y = [0, 0, . . . , 0, 1]x,

where the size of the submatrix
h

0
1

10

i

is dc ⇥ dc. For some ini-

tial time t
0

2 R, assume u(⇤)(t
0

+) = 0 and let z 2 (D
pwC1)n
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be some ITP solution of the above DAE in impulse-observable
normal form. Choose k 2 N and ↵

0

, . . . ,↵k 2 R such that

y[t
0

] +
r
X

i=0

cN ibu[t
0

](i) =
k
X

j=0

↵j�
(j)
t0 ,

and decompose z into z = [z
1

/z
2

] 2 (D
pwC1)(n�dc)+dc, then

z
2

[t
0

] =
dc�2

X

i=0

"0
1

10

#i
2

4

0

↵dc�2
···

↵1
↵0

3

5 �(i)
t0 .

and
z
1

[t
0

] = [E
1

, 0]z
2

[t
0

]0. 2

Proof. (i) First note that the product 0⇤I�1

⇤ is a zero matrix with a
single one at the right upper corner and that

h

0
1

10

i

I�1

⇤ =
h

0
1

10

i

.
Hence the coordinate transformation x 7! I⇤x and a permutation
of the blocks yields the impulse-controllable normal form. Let
z = [z

1

/z
2

] be the unique solution of the ITP corresponding to
the DAE in impulse-controllable normal form with initial traject-
ory z0 and input u. Then, clearly, z

1

= z0

1

(�1,t0)
, in particular

z
1

[t
0

] = 0. The solution formula from Corollary 3.4.4 implies

z
2

= �

db�1

X

i=0

 



0
1

10

�

[t0,1)

dD
dt

!i
✓

�z0

2

(�1,t0)
+


cNrb
0

0

�

u

�



0
E

3

�

z0

1

(t
0

�)�t0

◆

,

hence

z
2

[t
0

] = �

2

6

4

0

cNrbu0[t0]

cNrbu00[t0]
···

cNrbu(db-1)
[t0]

3

7

5

�

db�1

X

i=0



0
1

10

�j  0
E

3

�

z0

1

(0�)�(i)
0

�

db�1

X

i=1



0
1

10

�i

z0

2

(0�)�(i�1)

0

.
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By construction, for i = 1, . . . , db � 1,

cNrbu(i)[t
0

] = �

i
X

j=1

[0, . . . , 0
| {z }

j�1

, 1, 0, . . . , 0]�z �(i�j)
t0

= �

i
X

j=1

[0, . . . , 0
| {z }

j

, 1, 0, . . . , 0]


0
E

3

�

z0

1

(t
0

�)�(i�j)
t0

�

i
X

j=1

[0, . . . , 0
| {z }

j�1

, 1, 0, . . . , 0]z0

2

(t
0

�)�(i�j)
t0

and with the observation that the zero matrix in


0
E

3

�

cannot

vanish (unless E
1

does not exist at all) it follows that each “row”
of z

2

[t
0

] is zero.

(ii) With the notation of Remark 5.3.11 it follows that 1

� CB0⇤ is a zero
matrix with a single one at the right upper corner and its easy to
see that 1

� CB

h

0
1

10

i

�

1

� CBI⇤
��1 =

h

0
1

10

i

and [0, . . . , 0, 1]
�

1

� CBI⇤
��1

= [0, . . . , 0, 1], hence together with a permutation of the blocks
it is already shown that any impulse-observable pure DAE can
be put into the impulse-observable normal form. Let y

0

be the
unique output of the corresponding ITP with zero initial traject-
ory and input u with u(⇤)(t

0

+) = 0, then it follows by the solution
formula from Corollary 3.4.4 that y

0

[t
0

] = �

Pr
i=0

cN ibu[t
0

](i),
hence, by linearity, the term y[t

0

] +
Pr

i=0

cN ibu[t
0

](0) is just
the impulsive part of the output of the pure DAE with an in-
put signal u with u[t

0

] = 0. Therefore, it su�ces to consider
u[t

0

] = 0 in the following. In this case the unique ITP solution
z = [z

1

/z
2

] 2 (D
pwC1)(n�dc)+dc of the pure DAE with some ini-

tial trajectory [z0

1

/z0

2

] fulfills

z
2

[t
0

] = �

dc�1

X

i=1

h

0
1

10

ii

z0

2

(t
0

�)�(i�1)

t0

z
1

[t
0

] = [E
1

, 0]z
2

[t
0

]0,
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Since

k
X

i=0

↵k�(i) = y[t
0

] = [0, . . . , 0, 1]z
2

[t
0

]

= �

dc�2

X

i=0

[0, . . . , 0, 1, 0, . . . , 0
| {z }

i+1

]z0

2

(t
0

�)�(i)
t0

it follows by Remark 2.1.14 that ↵dc�1

= . . . = ↵k = 0 and
2

4

0

↵dc�2
···

↵1
↵0

3

5 = �

"0
1

10

#

z0

2

(t
0

�),

hence the claim is shown. qed
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Basel Boston Berlin, 1st english ed. Cited on page 98.

[Apl91] J. D. Aplevich (1991): Implicit Linear Systems. No.
152 in Lecture Notes in Control and Information Sciences.
Springer-Verlag, Berlin. Cited on page 13.

[Ber08] T. Berger (2008): Zur asymptotischen Stabilität linearer
di↵erential-algebraischer Gleichungen. Bachelor Thesis, In-
stitute for Mathematics, Ilmenau University of Technology.
Cited on pages 125 and 137.

[BIT09] T. Berger, A. Ilchmann and S. Trenn (2009): The
Quasi-Weierstraß form for regular matrix pencils. submit-
ted for publication. Preprint available online, Institute for
Mathematics, Ilmenau University of Technology, Preprint
Number 09-21. Cited on page 18.

[BM02] K. Balla and R. März (2002): A unified approach to
linear di↵erential algebraic equations and their adjoints. Z.
Anal. Anwend., 21, pp. 783–802. Cited on page 13.

[Cam80] S. L. Campbell (1980): Singular Systems of Di↵erential
Equations I. Pitman, New York. Cited on page 13.

[Cam82] S. L. Campbell (1982): Singular Systems of Di↵erential
Equations II. Pitman, New York. Cited on page 13.

[Cam87] S. L. Campbell (1987): A general form for solvable
linear time varying singular systems of di↵erential equa-
tions. SIAM J. Math. Anal., 18(4), pp. 1101–1115. doi:
10.1137/0518081. Cited on page 70.

[Cob84] J. D. Cobb (1984): Controllability, observability and du-
ality in singular systems. IEEE Trans. Autom. Control,
AC-29, pp. 1076–1082. Cited on pages 14, 15, 144, 147,
150, and 152.

173



References

[CP83] S. L. Campbell and L. R. Petzold (1983): Canonical
forms and solvable singular systems of di↵erential equa-
tions. SIAM J. Alg. & Disc. Meth., 4, pp. 517–521. Cited
on pages 17, 56, and 98.

[Dai89] L. Dai (1989): Singular Control Systems. No. 118 in Lec-
ture Notes in Control and Information Sciences. Springer-
Verlag, Berlin. Cited on pages 13, 17, 141, 144, 147, 150,
152, and 164.
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C
imp

impulse-observability-matrix of a pure DAE, 154

C

1 the space of smooth (arbitrarily often di↵erential) func-
tions f : R ! R, 21

181



List of symbols and abbreviations

C

1
0

the space of test functions, i.e. smooth functions with
bounded support, 21

C

1
pw

the space of piecewise-smooth functions, 36

clM the closure of a set M ✓ R

D the space of distributions, i.e. the space of all linear and
continuous operators D : C1

0

! R, 21

DM the space of distributions with support contained in M ✓

R, 24

D
pwC1 the space of piecewise-smooth distributions, 38

D
pwreg

the space of piecewise-regular distributions, 31

D
reg

the space of regular distributions, 22
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t (n-th derivative of) the Dirac impulse at t 2 R, 25

�t{D} := D(t+)�D(t�), the jump of a piecewise-smooth dis-
tribution D 2 D

pwC1 at t 2 R, 39

fD the regular distribution induced by f 2 L
1,loc

, 22

fM := Mf , restriction of functions f : R ! R to the set
M ✓ R

I identity matrix in (D
pwC1)n⇥n, (C1

pw

)n⇥n or Rn⇥n, 52

im M the image of a matrix M 2 Rm⇥n, 19

ITP = initial trajectory problem, 55

kerM kernel of some matrix M 2 Rm⇥n, 19
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bility

behavioural approach, 142

classical
DAE, 123
solution, 123

complete regularity, 17
consistency

projector, 109
space, 124

consistent solution
of distributional DAE, 55
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bution, 40
derivative array, 70
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with an input, 142
with input and output, 147

distributional ODE, 74
dimension of solution space,

85
solution formula

consistent solution, 80
ITP solution, 84

standard form, 74
unique trivial solution, 76

distributional restriction, see re-
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impulsive systems, 16
index
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impulse-observability-, 154

initial trajectory problem, 55
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initial trajectory, 55

initial trajectory problems
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, 124
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common-, 135
for classical DAEs, 124
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existence and character-
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normal form
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Weierstraß-, 15

observability
impulse-, 148
impulse- (classical), 150
in the classical sense, 150
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piecewise-smooth distributions,
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compared to other
approaches, 15

derivative, 40
jump, 39
multiplication, 43
right and left sided evalu-
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unique antiderivative, 41

piecewise-smooth functions, 36
product rule of di↵erentiation

for mulitplication with
smooth functions, 24

for multiplication of piece-
wise-smooth distribu-
tions, 43

properly stated leading term, 13
pure DAE, 153
pure distributional DAE, 88

dimension of solution space,
93

solution formula
consistent solutions, 92
ITP solutions, 93

standard form, 88

Quasi-Weierstraß-form, 106

real analytical, 98
regular part, 34
regularity

complete-, 17

DAE-, 56
in the classical sense, 96,

101, 123
of distributional ODEs, 83
of distributions, 22
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93
relative degree, 152

negative-, 155
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and derivatives, 40
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of functions, 28
of piecewise-regular distri-
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support of, 29
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smooth functions, 21
stability, see asymptotic stablility
standard form

for distributional ODE, 74
for pure distributional

DAE, 88
support

of a distributional restric-
tion, 29

of Dirac impulse, 25
of distributions, 24
of functions, 21
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point-, 25
switched DAE, 101

Assumptions (S1) and (S2),
101

switching signal, 101

test functions, 21
as topological space, 21

underlying ODE, 125

weak⇤ convergence of distribu-
tions, 23

Weierstraß normal form, 96
generalized-, 95

Wong sequences, 103
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