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Abstract— We investigate observability of switched differ-
ential algebraic equations. The article primarily focuses on
a class of switched systems comprising of two modes and a
switching signal with a single switching instant. We provide a
necessary and sufficient condition under which it is possible
to recover the value of state trajectory (globally in time) with
the help of switching phenomenon, even though the constituent
subsystems may not be observable. In case the switched system
is not globally observable, we discuss the concept of forward
observability which deals with the recovery of state trajectory
after the switching. A necessary and sufficient condition that
characterizes forward observability is presented.

I. INTRODUCTION

In this paper, we consider the switched differential alge-
braic equations (switched DAEs) of the following form:

E,t = A,x + B,u

Y= Cox (1)

where 0 : R — {1,--- | P} is the switching signal, P is the
number of subsystems, and E,, A, € R"*", B, € R"*",
Cp, € R™™ for p € {1,---,P}. In general, a switched
DAE exhibits jumps (or even impulses) in the solution,
hence it cannot be expected that classical solutions exists;
therefore we adopt the piecewise-smooth distributional so-
lution framework introduced in [1], i.e. the state x and the
external signals v and y are assumed to be piecewise-smooth
distributions. We study observability of the switched DAE (1)
where we call (1) observable when the knowledge of the
external signals, o, v and y, allow for a unique reconstruction
of the state x.

DAE:s arise naturally in modeling physical systems where
the state variables satisfy certain algebraic constraints along-
side some differential equations that govern the evolution of
these state variables. It is a common practice to eliminate the
algebraic constraints to arrive at a system description given
by ordinary differential equations (ODEs). However, these
eliminations are in general different for each subsystem of
a switched system, hence a description as a switched ODE
with common state variables is in general not possible. This
problem can be overcome by studying the switched DAE (1)
directly. An application of DAEs in electrical circuits with
distributional solutions has also been studied in [2].
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Because of their utility in modeling and control design,
switched ODEs have been studied actively during the past
couple of decades and several results related to their struc-
tural properties such as stability (see [3] for references),
controllability [4], [5], observability [6], [7], and invertibility
[8], [9] have been published. For switched DAEs however,
such structural properties have not been investigated in much
detail. Results on stability of switched DAEs have been
published in [10], and the only ones (to the best knowledge
of the authors) related to controllability and observability are
reported in [11] and [12], respectively.

In the non-switched case, observability of DAEs has been
studied by [13], [14]. As pointed out in [1, Thm. 5.2.5], the
observability definitions from [13], [14] can be characterized
by certain pointwise observability definition if the problem
is embedded into the piecewise-smooth distributional frame-
work. Hence, the non-switched framework discussed so far
only focuses on pointwise observability. This is very different
from the approach adopted in the switched framework be-
cause the switch itself might provide more information about
the state trajectory. So, even if the individual subsystems
are not observable pointwise in time, it may be possible to
achieve global observability due to switching.

Our approach for solving the problem of observability
of switched DAEs is in principal different to the existing
approach of [12]. In [12], a switched DAE is considered
observable if there exists at least one switching signal that
makes it possible to recover the state trajectory. In our
approach, we consider the switching signal to be known and
fixed which makes the system time-varying. For this time-
varying system, we answer the question whether it is possible
to recover the state trajectory.

The first result discussed in this paper provides a complete
characterization for global observability of a switched DAE
with two subsystems where the switching signal is restricted
to comprise of a single switching instant. The distributional
framework allows us to incorporate the knowledge provided
by the jump and the impulsive part of the output for obtaining
information about the state trajectory. If it is not possible to
recover the value of the state trajectory at all times, a weaker
characterization is provided for forward observability, where
we only aim to recover the state trajectory after the switching
instant. Moreover, the observability conditions are given in
terms of differential and impulse projectors, which present a
novel concept of characterizing impulses and derivatives of
state trajectories. The definition of these projectors not only
makes the development of results parallel to the ODE case
but also leads to conditions that are easily verifiable in terms
of original system matrices.



The outline of this paper is as follows: notations and
results for non-switched DAEs are presented in Section II.
The main results on global and forward observability appear
in Section III, followed by brief discussion on extending
results to switched systems with multiple modes and general
switching signals in Section IV. Conclusions and discussions
on future work are given in Section V.

II. PRELIMINARIES

A. Properties and definitions for regular matrix pairs

In the following, we collect important properties and
definitions for matrix pairs (E, A). We only consider regular
matrix pairs, i.e. for which the polynomial det(sFE — A) is
not the zero polynomial. A very useful characterization of
regularity is the following well-known result.

Proposition 1 (Regularity and quasi-Weierstrass form):
A matrix pair (F,A) € R™*™ x R"*" is regular if, and
only if, there exist invertible matrices S,7 € R"*™ such

I 0 J 0
sersan=([1 012 Y) e
where J € R™*™M () < ny; < n, is some matrix and N €
R™2%M2 ny:=n — nq, is a nilpotent matrix. <

In view of [15], we call the decomposition (2) quasi-
Weierstrass form. An easy way to calculate the transforma-
tion matrices S and 7" for (2) is to use the following so-called
Wong sequences [15], [16]':

VO = Rn,
WQ = {0},

Vi—i—l = A
Wig1:=E"

LBV, i=
1(AW’L')5

The Wong sequences are nested and get stationary after
finitely many steps. The limiting subspaces are defined as

follows:
:ﬂVZ‘, W* = UWZ

For any full rank matrices V,W with imV = V* and
imW = W?* the matrices T := [V,W] and S :=
[EV, AW]~1 are invertible and (2) holds.

Based on the Wong-sequences we define the following
“projectors”.

Definition 2 (Consistency, differential and impulse projectors):
Consider the regular matrix pair (E, A) with corresponding
quasi-Weierstrass form (2). The consistency projector of
(E, A) is given by

I 0],
H@mTk JT,

the differential projector is given by

T{I O]S,

diff
H(E7A) 0 0

'The definition of the subspace sequence V; can be traced back to [17],
however the use of both subsequences V; and W; together in the context
of matrix pairs (E, A) seems to be studied first by Wong in [16].

and the impulse projector is given by

im 0 0
H(")_T{O I]S. <

Note that only the consistency projector is a projector in
the usual sense (i.e. Il 4) is an idempotent matrix). The
differential and impulse projectors are not projectors in the
usual sense, because, in general, ITHf  TIdiff £ H?‘g 4)

(E,A)"H(E,A)
and the same holds for H( F,A)" Let

C(E,a) 7{x0€R |EIx€C1 Ei = Ax A z(0

0) =m0 }

be the consistency space of the DAE Ex = Ax, where C! is
the space of differentiable functions x : R — R"™. Then the
following observations hold [15]:

1) All solutions x € C' of Ei = Az evolve within
<(E,4)
2) &g,a) = V¥, ie. the first Wong-sequence converges

to the consistency space,
3) imIl(g 4y = V* = &g 4), hence the consistency
projector maps onto the consistency space.
The following lemma motivates the name of the differential
projector.

Lemma 3: Consider the DAE Ei = Ax with regular
matrix pair (E, A). Then any solution x € C! of Fi = Ax
fulfills

=T | Ap = A%,

Proof:  Let the variables in the quasi-Weierstrass
form (2) be denoted by v and w, i.e. z =T (,). Using the
fact that all solutions evolve within the consistency space,
we obtain w = w = 0, and hence

1 (3)-r(3)-rls 48 )
ok el g

= H(E’A)TSA.’I} = (1£t?t A)AJJ

|
For studying impulsive solutions, we consider the space
of piecewise-smooth distributions Dpyco from [18] as the
solution space, that is, we seek a solution = € (Dpwc=)™ to
the following initial-trajectory problem (ITP):

T(—00,0) = 33(()—0070) 3)
(Ex)[o,oo) = (A‘r)[&oo)a

where 20 € (Dpwee)™ is some initial trajectory, and fr
denotes the restriction of a piecewise-smooth distribution f
to an interval Z. In [18], it is shown that the ITP (3) has a
unique solution for any initial trajectory if, and only if, the
matrix pair (E, A) is regular. It is also shown there, that the
ITP for the pure DAE Nw = w, where N € R"2*"2 ig a
nilpotent matrix, has the unique solution

n2—1

w=Y (Nooo)g) W o.0)-

=0



Using the calculus of piecewise-smooth distributions, the
expression for the impulsive part of w at ¢ = 0, denoted
by w[0], is obtained as follows:

n2—2 no—2

Z Nz+1 0 Z NZJrlA

where 60) denotes the i-th derivative of the Dirac-impulse
at zero and Ag(w) = w(0+) — w(0—). To express the
impulsive part of the distributional solution z of the ITP (3),
we need the impulse projector:

Lemma 4 (Impulses): Consider the ITP (3) with regular
matrix pair (£, A) and corresponding impulse projector
HI(I;’;A) with rank ny € N. Let Fi™P .= HI(H;A)E, then any
solution x € Dpyce~ of (3) fulfills

(1)

TL272
S (B A (2)0).

i=0
Proof: First note that all solutions v € (Dpyce)"* of
the ITP for the ODE ¢ = Ju fulfill v[0] = 0 and Ag(v) =0,

hence
=7 () =S[00 ] ()4

no— 2
0 0 - i
Z T [O Ni-&-l} T 1A0(I)5((J)

x[0] =

i=0
no— 2 X
=2 I ) B)' ! Bo(2)d”
where the last equality follows from the fact that

T[ONl]T— T, and E =
St [
Since the consistency projector specifies the jump from
x(0—) to z(04) for any solution z € (Dpyce)™ of the
ITP (3), we have the following corollary.

Corollary 5: From the notation in Lemma 4 and the
corresponding consistency projector Il g 4), it follows that

= (T[R79s'(§

n—1
o] ;
D (B (I g a) — Dar(0-)35".
i=0
ITI. OBSERVABILITY OF SWITCHED DAE
The concepts introduced in the previous section are
now utilized to obtain necessary and sufficient conditions
for global and forward observability. In order to use the
piecewise-smooth distributional solution framework and to

avoid technical difficulties in general, we only consider
switching signals from the following class, for P € N,

P}

i.e. we exclude an accumulation of switching times. In fact,
for our main results the switching signal considered is further
restricted to the simplest non-trivial switching given by

o(t)y=1fort <0 o(t) =2 for t > 0.

x[0] <

o is right continuous with a
Yp:i=qo:R—= {1,

locally finite number of jumps

and

“4)

However the definition of observability (Definition 6), some
preliminary results (Proposition 7) and further discussions
(Section IV) consider the general switching signal o € ¥Xp.

A. Global Observability

For switched systems, instead of pointwise observability,
we adopt the notion of global obervability in order to extract
information from the switching.

Definition 6 (Global observability): The switched
DAE (1) with some fixed switching signal o € ¥p, P € N,
is called (globally) observable if, and only if, for every pair
of inputs and outputs (y,u) € (Dpwce)™'" there exists at
most one = € (Dyyc-)"” which solves (1). <

The following proposition is going to be helpful in devel-
oping the main result.

Proposition 7 (Observability of zero): The switched
DAE (1) is observable if, and only if, ¥y = 0 and u = 0
implies x = 0.

Proof: Necessity is obvious. Assume now that (1) is
not observable, hence there exists an external signal (y,u)
for which there exist different solutions x1, x5 € (]D)pwcoc)”
of (1). By linearity, it follows that x = ;1 — z2 # 0 solves
E,i=A,z and Cox = Coaxqy — Coxo =y —y = 0, hence
y =0 and v = 0 does not imply = = 0. [ |

The above result justifies that we can ignore the input
when studying observability of (1); hence in what follows,
the following homogeneous switched DAE is considered:

E,i = A,x, (&)

Furthermore, we restrict our attention in the remainder of
the section to the special switching signal given by (4), i.e.
we only consider one switch from some initial subsystem
given by (C_,E_,A_) := (C}, E1, A1) — active before the
switch — to some other subsystem given by (Cy, Ey, A} ) :=
(Co, Ey, Ag) that is active after the switch. Denote the
corresponding consistency projectors by II_,II, and ana-
logues for the differential and impulse projectors. Let € :=
(g, ,4,) be the consistency spaces of the corresponding
subsystems, then y = 0, in particular y@ (0+) = 0 for all
i € N, together with Lemma 3 implies

2(0—) € €_ N[ ker C_(I4TA_)",
i€eN

2(0+) € € N [ ker Oy (AL ).
€N

y = Cyzx.

Define the observability matrices
O = [Ci /CL AT /CL(AST)?/ - JCL(AET)" ], (6)
. [M

where AYT .= T4TAL and [M;/Ms] = [MQ] for any
two matrices M, M, of suitable sizes. Invoking the Cayley-
Hamilton-Theorem, see e.g. [19, Thm. X.2.3], the above
conditions can be rewritten as

z(0—) e €_NkerO_ and z(0+) € € Nker Oy

Invoking regularity of the matrix pairs (Ey, Ay ), a sufficient
condition for observability of (5) is that €_ Nker O_ = {0},
but the following simple example shows that this condition
is not necessary.

Example 8: Consider (C_,E_,A_)
(Cy,Ef,Ay) = (1,1,0) which reads as

0)

0,1,
= 0 with



output y = 0 on (—00,0) and y = x on [0, 00). Although
¢_ Nker O_ = R, the switched DAE is observable. <

On the other hand, the condition € Nker Oy = {0} is

not sufficient for observability, because in general z(0+) = 0
does not imply z(0—) = 0. A characterization of observabil-
ity has to take into account the possible jumps from z(0—)
to 2(0+) as well as the induced impulses z[0]. Using the
additional information y[0] = 0 and y(0+) = 0 we can find
stronger sufficient conditions for observability. These and the
above sufficient conditions can be summarized as follows:

1) In general, z(0—) € €_, hence €_ = {0} is sufficient
for observability.

2) If y@(0—) = 0 for all i € N, then 2(0—) € kerO_,
hence ker O_ = {0} is sufficient for observability.

3) If yD(O0+) = 0 for all i € N, then x(0+) €
ker O4, together with z(0+) = Il x(0—), implies
that x(0—) € II;'kerO; = ker(O4IL;), hence
ker(O,II;) = {0} is sufficient for observability.

4) If y[0] = 0, then Lemma 4 implies that
Aoz € ker[CLEY™/CL(EYT)?/ - [CL(BYP)" 1]
and  Corollary 5  yields  2(0—) €
Ker[Cy B /. (EI)2 /- O (EMPyra-1)(IT,
I); a sufficient condition for observability is therefore
that the latter kernel is trivial.

Of course, the condition that the intersection of the above
mentioned four “unobservable” subspaces for x(0—) be
trivial is another sufficient condition encompassing all four
from above. Actually it turns out, that this condition is also
necessary.

Theorem 9 (Characterization of observability): Consider
the switched DAE (1) with the switching signal given by (4).
Use the notation O+ as given by (6), let O := O 11,

O := [CLEY®/Cy(EL) /- [CL (BT,

where EY™ := I E,, and let O = O'™(IL; — I).
Then (1) is observable if, and only if,
{0} =¢_NkerO_ Nker OF Nker O~ (7)

Proof: Because of Proposition 7, it suffices to con-
sider (5) with zero output. The sufficiency part was already
shown above, we now prove the necessity part.

Let 0 # 29 € €_ NkerO_ Nker O] Nker O}, then
by regularity of the switched DAE (5) there exists a unique,
non-trivial solution € (Dpyce)™ of (5) with z(0—) = xo.
From z(0—) € ker O_ it follows that y(*)(0—) = 0 for all
i € N, and hence by analyticity of y on (—o0,0) it follows
that y = 0 on (—o0, 0). Corollary 5 and z(0—) € ker O}~
imply that y[0] = 0. Finally, 2(0—) € ker O, implies that
z(0+) = My2z(0—) € ker O, hence y®(0+) = 0 for all
i € N and hence y = 0 on (0, c0). Altogether this shows that
there exists a nontrivial solution = with zero output, hence
the switched DAE (5) is not observable. |

The following corollary is an immediate consequence of
Theorem 9 (in particular the necessity part of the proof).

Corollary 10: The subspace M := €_ N kerO_ N
ker O; N ker Ofp_ is the unobservable subspace, i.e. for
every solution z of (5) it holds that (0—) € M if, and only
if, the corresponding output is zero. <

Remark 11 (The switched ODE special case): If the sys-
tem in (1) is a switched ODE with £y = I,x,, then €4 =
R™, Iy = Inxn, kerOY™" = R", and the condition (7)
reduces to

{0} =kerO_ NkerOy.

This result also appears in [6] as a sufficient condition for
observability of switched ODEs. However, for the class of
switching signals considered in this paper, this condition is
also necessary. <

Remark 12 (Order of subsystems important): The condi-
tion (7) is not symmetric, i.e. observability of the switched
system (1) with the switching signal (4) does not, in general,
imply observability of (1) with the reversed mode sequence.
This is in stark contrast to results on switched ODEs, which
are in general symmetric [6]. The underlying reason for
this difference is the presence of jumps in the solutions
of switched DAEs. Consider for example (C_,E_,A_) =
(1,0,1) and (C4, B4, Ay) = (0,1,0) which reads as y =
2 =0on (—00,0) and &£ = 0 with y = 0 on [0, 00). Hence
the unique solution is given by z = 0, which makes the
switched DAE trivially observable. The converse switching
signal, i.e. switching from (C;,E, Ay) to (C_,E_,A_),
yields an unobservable switched DAE because the jump at

zero “destroys” all information from the past. <
Example 13: Consider a switched DAE with two modes:
1 0 0 0] 1 0 0 0] [1]
01 0 O P 01 0 O - u
r_ 000 0" |00 10 1
0 0 0 1} 10 0 0 0] 11
Y= [O 0 0 1} x
[0 0 0 0] [1 0 0 0] [0]
01 0 0 P 01 0 0 -~ 1 v
Iy 001 0/" |00 10 1
|1 0 0 0f 0 0 0 1} 10
Y= [0 1 0 1] x

Neither subsystem is observable in the classical sense. But
we show that because of switching, it is possible to determine
the exact value of the state trajectory. The consistency,
differential, and impulse projector for each of these sub-

diff (1)(1)88 imp 8888
. p— 1 p— J—
systems are: II_ = II? = (g0, IIZ° = |[gg70 >
0001 0000
diff 8(1)88 imp (1)888 888(1)
— ur __ — —
I = = 15670 - 1 = |0000(-O-=|0000 |
0000 0001 0000
0101
O+ = {81991, and the subspaces indicated in Theorem 9
0100
are:
¢_ = span{ey, ez, €4}, ker O_ = span{ey, €2, €3},
e imp— _
ker O = span{ey,e3,es}, kerO,"  =span{es,es, es}.

where e; € R*, i = 1,2,3,4, is the corresponding natural
basis vector.



Clearly, €_ NkerO_ Nker O} Nker O~ = {0} and
the switched system is observable according to Theorem 9.
Note that each of the four subspaces €_, ker O_, ker O and
ker O™ is necessary to obtain a trivial intersection. If even
one of them is not taken into account, then the intersection
would be nontrivial. In fact, each of the subspaces restricts
exactly one state variable. In view of Remark 12, note that
the switched system with subsystem I'y active on (—o0,0)
and I'_ active on [0, 00), is not observable because (with the
corresponding notation)

{0} # ¢, Nker O4 Nker OF Nker O™,

As an illustration of constructing state trajectories from the
knowledge of the output and the input, let us consider an
input?, u(t) = €' +6_1 + &, and assume that the following
output is produced by the system with o(t) specified in (4):

-1, t € (—o0,—1)
y(t) =4 0, te[-1,0)
el +e* + 3, tel0,00)

The closed form solution for the state variables, parameter-
ized by a,b,c € R, is given as follows:

—e!tl 4 (a—1)et +€?, te (—o0,—1),
r1(t) =< (a—1)et +e*, te[-1,0),

0, t €[0,00),

eth, t e (—O0,0),
za(t) = { et + e+ (b—1)el, t € [0, c0),

—e?t —§_4, t € (—o0,0),
x3(t) = { _et 4+ 2t t € [0,00),

le?tc —1, t e (—o0,—1),
zy(t) = ¢ e, te[-1,0),

—ado, t € 10,00).
First note that z3(0—) = —1, which corresponds to the

fact that in the homogeneous case the consistency space €_
restricts z3(0—) to be zero. Since O_ restricts z4(0—), we
would expect that y(0—), §(0—), ..., determine x4(0—).
In fact, 0 = y(0—) = w4(0—). The space O restricts
22(0—), and hence by using the values for y(*)(0+), we
are able to reconstruct z2(0—): 2 = y(0+) = x2(0+) +
24(04) = 1+ b = 1 + 22(0—), i.e. 22(0—) = 1. Finally,
O™ restricts x1(0—), therefore, the information from the
impulse of y at zero can be used to determine x1(0—):
do = y[0] = x2[0]4+z4[0] = —ady, hence —1 = a = x1(0—).
Altogether, we were able to determine 2(0—) which together
with the knowledge of w and the regularity of the matrix
pairs (Ey, Ay) makes it possible to uniquely reconstruct
the whole state z. <

B. Forward Observability

In Theorem 9, we derived conditions which restrict (0—)
to a single point. Since there are no switches over the

2Note that, for simplicity, we are misusing the notation by writing u(t) =
et +6_1 4 dp because u is a piecewise-smooth distribution and therefore
only the evaluations u(t—), u(t+), u[t] are well defined. The correct way
of writing would be to write 4(t) = e2* and u = Gp 4+ 5_1 + do.

interval (—oo, 0), we have a unique solution over the interval
(—00,0). Regularity assumption guarantees that the solution
is also well defined over the interval [0,00). It is possible
that (7) does not hold for a given system but x (g, o) could still
be determined uniquely from the knowledge of the output
(in fact, from the knowledge of (") (0—), y[0] and y? (0+),
1 € N). This motivates the following definition.

Definition 14 (Forward observability): The switched
DAE (1) with the switching signal given by (4) is called
forward observable if, and only if, for every pair of triplets
(@1, u1,91), (22, u2,92) € (Dpwee=)™ "™ which solve (1),

the implication (u1,y1) = (u2,y2) = Tl o) = T2 00
holds. <
Remark 15 (Backward observability): Note that

backward observability (analogously defined as forward
observability above) is equivalent to global observability.
The reason is that, by regularity of the corresponding
matrix pairs, knowledge of x(0—) yields knowledge of
2(0+). In particular, backward observability implies forward
observability, but the converse is not true in general. <
As an illustration of a system which is forward observable
but not globally observable, consider the following example:
Example 16: Let (E_,A_,C_) = (IQ><27IQ><2, [1 0]),
and (Ey, Ay, Cy) = ([38],I2x2, [0 1]). Condition (7)
does not hold, so z(0—) can not be determined from the
output. But z(04) = [y(0—) 0]T is completely specified
by the output. Consequently, () can be determined
uniquely for this switched system. <
Proposition 17 (Forward observability of zero): The
switched DAE (1) is forward observable if, and only if,
y =0 and u = 0 implies z(g,oc) = 0. <
The proof is analogous to that of Proposition 7.
The following result is derived from Theorem 9 and gives
a characterization for systems that are forward observable.
Corollary 18: Consider the switched DAE (1) with the
switching signal given by (4). Then (1) is forward observable
if, and only if,

I, (¢€_ NkerO_ Nker O] Nker Oifpf) ={0}. (®
Remark 19: For subspaces R1, Rs, and a linear map II,
II(R1 NR2) =(R1) NTI(Ry) if, and only if

(R1+ Ro) NkerII = Ry Nker I + Ry Nker IT.

Using this and the fact that ker II, C ker O,Il;, condi-
tion (8) can be simplified to

I, (C€_ NkerO_ Nker O ) NkerO4 = {0}. <

IV. SYSTEMS WITH MULTIPLE SWITCHING INSTANTS

So far, we have studied switched systems with single
switching instant. For switched systems with more than two
subsystems and multiple switchings, if condition (7) holds
for each pair of subsystems, then the switched system is
globally observable because, in this case, z(7+) and z(7—)
are determined uniquely at the first switching instant 7; for-
ward and backward propagation of these values with known
switching signal then specifies the state trajectory globally.
But this is only a sufficient condition. To obtain conditions



for observability of systems with multiple switching instants,
that are both necessary and sufficient, and depend only on the
switching sequence, is not so straightforward. We motivate
the discussion with the help of an example.

Example 20: Consider a bimodal switched system with
the following matrices: E; = {5 g 8}, A = [é g ﬂ,
Cy =Joo01], By = égg , A = I—Olg(ﬂ,(b =[oo01].
Generalizing the notations defined earlier in a straightforward
way, it can be verified that

ker Oy
ker Oy = span{ey, ea};

oo
-

span{ej,es}; kerO) = R
ker OF = R®.

¢ = span{es};
¢y = span{ey, e };

Similarly, ker O3™" = R3 and ker O™ = span{ey, es}. It
follows that:

¢, Nker O; Nker O Nker O3 = span{e,} # {0}
¢, Nker O Nker O Nker O™ = span{ey} # {0}

So condition (7) does not hold when there is a switching
from I'; to I's. Condition (7) is also violated if there is a
switching from I'; to I'y.

Now consider the following switching signal:

1, te€ (—00,0)
o(t)=4¢ 2, te[0,%)
1, te[f,00)

We claim that this switching signal makes the system ob-
servable. Because of Proposition 7, it suffices to show that
y = 0 can only be produced by = = 0. The closed form
solution of the state trajectories, parameterized by a scalar
a, is given as follows:

z1(t) = asint - Ljg =)
zo(t) = ae®t - L(co0) Tacost 1o )
.’L‘j(t) = —a(S%

where 17 denotes the indicator function of the interval Z. For
an identically zero output, the impulsive part of the output
at second switching instant yields a = z2(0—) = 0 and this
makes z(t) = 0,Vt. <

As shown in the above example, even though the indi-
vidual switchings between the subsystems do not make the
system observable, a combination of multiple switches make
the system observable. Even switched ODEs exhibit this
phenomenon. Deriving characterizations for this general case
is an interesting problem and further work is being pursued
in this direction.

V. CONLUSIONS

This article addressed observability of switched DAEs
with two subsystems where there is only a single switching
instant. Necessary and sufficient conditions for global and
forward observability are presented. These characterizations
are formulated in terms of consistency projectors and the
newly introduced differential and impulse projectors which
are obtained by utilizing the so called Wong sequences.

As a future direction of research, a natural extension is
to obtain somewhat similar characterization for the systems
with more than two subsystems and the switching signals be-
longing to a larger class. We expect results which generically
only depend on the sequences of values of the switching
signal and not on the switching times. It would also be
interesting to investigate the problem of state recovery when
the switching signal is unknown. Finally, the construction of
observers for switched DAEs could be a potential application
of the results derived in this paper.
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