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Abstract— Switched nonlinear differential algebraic
equations (DAEs) occur in mathematical modeling of
sudden transients in various physical phenomenons.
Hence, it is important to investigate them with re-
spect to the nature of their solutions. The few existing
solvability results for switched nonlinear DAEs ex-
clude Dirac impulses by definition; however, in many
cases this is too restrictive. For example, in water
distribution networks the water hammer effect can
only be studied when allowing Dirac impulses in a
nonlinear switched DAE description. We investigate
existence and uniqueness of solutions with impulses
for a general class of nonlinear switched DAEs, where
we exploit a certain sparse structure of the nonlinear-
ity.

I. Introduction
We consider a nonlinear switched differential algebraic

equations (DAEs) of the form

Eσẋ=Aσx+gσ(x) +f. (1)

where Ep,Ap ∈ Rn×n, gp : Rn → Rn for p ∈ {1, · · · ,P},
P∈N, f :Rn→Rn is a (time-dependent) inhomogeneity
and σ : R→ {1, · · · ,P} is a piecewise constant switching
signal, which is assumed to be right continuous and to
have locally finitely many jumps.

In particular each subsystem is a nonlinear DAE of the
form

Eẋ=Ax+g(x) +f (2)

Equations of such kind occur for example when model-
ing (nonlinear) electrical systems [1], mechanical system
[2], [3]. Moreover, while modeling hydraulic transients in
water distribution systems in the framework of switched
DAEs [4], we observed that each subsystem turns out
to be a nonlinear DAE of the form (2), and modeling
of transients (e.g, changing valve or pump settings etc.)
results in a switched nonlinear DAE of the form (1). This
is our main motivation for studying the solution theory
of switched nonlinear DAEs, but we are certain that our
results will also be applicable in other areas.

The existing solution theory available for switched
nonlinear DAEs in [5] excludes the presence of Dirac
impulses by definition; however, when studying e.g. the
water hammer effect in water distribution networks these
impulses are crucial.

Our key contribution is based on an observation in
[4] that for the special case studied therein the fam-
ily of nonlinearities gp, p ∈ {1, · · · ,P} share a certain
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sparse structure, which can be used to define solutions
with Dirac impulses even in the presence of nonlinear
expressions. We generalize this idea and formulate the
general sparsity assumption (Gp) to first define what
a distributional solution for nonlinear switched DAEs
actually is (Definition 6 in Section III-A). Our main
result (Theorem 8) then provides sufficient conditions
for the existence and uniqueness of solution of a so-
called initial trajectory problem which then can be used
to conclude existence and uniqueness for the switched
nonlinear DAE (1).

II. Preliminaries

A. Regular matrix pairs
Definition 1: A matrix pair (E,A) ∈ Rn×n×Rn×n is

called regular, if the polynomial det(sE−A) is not the
zero polynomial.

The following characterization of regularity goes back
to Weierstrass [6].

Proposition 2: A matrix pair (E,A) ∈ Rn×n ×Rn×n
is regular if and only if there exist invertible transforma-
tion matrices S,T ∈ Rn×n which put (E,A) into quasi
Weierstrass form

(SET,SAT ) =
([
I 0
0 N

]
,

[
J 0
0 I

])
, (3)

where N ∈Rn2×n2 , with 0≤n2≤n is a nilpotent matrix,
J ∈Rn1×n1 with n1 :=n−n2 is some matrix and I stands
for an identity matrix of appropriate size.

We call (3) quasi-Weierstrass form (QWF) because we
do not assume that J and N are in Jordan canonical
form. In [7] (see also [8]) it was shown how to use the
Wong-sequences [9] in order to obtain the transformation
matrices S and T yielding a QWF. In fact, the Wong
sequences are defined as follows

V0 := Rn, Vi+1 :=A−1(EVi), V∗ :=
⋃
i∈N
Vi,

W0 := {0}, Wi+1 := E−1(AWi), W∗ :=
⋂
i∈N
Wi.

Clearly, the Wong sequences are nested and are strictly
decreasing/increasing until they become stationary and
it can be shown that stationary occurs after exactly the
same number of steps, i.e. there exists i∗ ∈ {0,1, . . . ,n}
such that

V∗ = Vi∗ and W∗ =Wi∗ .

For any choice of full column rank matrices V ∈ Rn×n1

and W ∈ Rn×n2 with imV = V∗ and imW =W∗ let

T = [V,W ] and S = [EV,AW ]−1



which indeed transform the regular matrix pair (E,A)
into QWF (3).

Based on the QWF (3) one can define the following
“projectors”.

Definition 3: Consider a regular matrix pair (E,A)
with QWF (3). Then the consistency projector is

Π := T
[
I 0
0 0
]
T−1, (4a)

the differential projector is

Πdiff := T
[
I 0
0 0
]
S, (4b)

and the impulse projector is

Πimp := T
[0 0

0 I
]
S, (4c)

with block sizes corresponding to the QWF. Furthermore
let the flow and impulse matrix be given by

Adiff := ΠdiffA, Eimp := ΠimpE.
Note that only the consistency projector is a projector

in the usual sense (i.e., it is an idempotent matrix).
Furthermore, it can be shown [10] that the projectors
(and hence the flow and impulse matrix) don’t depend on
the specific choice of the matrices T and S for obtaining
the QWF.

The importance of the flow/impulse matrix and the
projectors will become clear in Section II-C.

B. Distributions

The presence of inconsistent initial values (or switch-
ing) makes it necessary to consider distributional solu-
tions containing in particular Dirac impulses. We there-
fore briefly recall the necessary basic facts about distri-
butions in the following.

The space of distributions D consists of all continuous
linear maps (functionals) from the space of test functions
C∞0 into the real numbers, where C∞0 denotes the space of
smooth functions with compact support equipped with
a suitable topology. Distributions are also called gener-
alized functions because any locally integrable function
f : R→ R induces a distribution via

fD(ϕ) :=
∫
R
fϕ.

Every distribution D ∈ D can be differentiated via

D′(ϕ) :=−D(ϕ′)

and for every differentiable f : R→ R it holds

(fD)′ = (f ′)D.

The most famous distribution which is not induced by a
function is the Dirac impulse which can be defined as the
distributional derivative of the Heaviside step function
1[0,∞), i.e.

δ := (1[0,∞)D)′.

As shown in [10] the whole space of distributions D is
not a suitable solution space for switched DAEs and it is
necessary to introduce an appropriate subspace, namely

the space of piecewise-smooth distributions given by

DpwC∞ :={
D = fD +

∑
τ∈T

Dτ

∣∣∣∣∣ f ∈ C∞pw, T ⊆ R is discrete
∀τ ∈T :Dτ ∈ span{δτ , δ′τ , δ′′τ , . . .}

}
,

where C∞pw is the space of piecewise-smooth functions and
δτ is the Dirac impulse located at τ ∈ T .

In contrast to general distributions, a piecewise-
smooth distribution D= fD+

∑
τ∈T Dτ can be evaluated

at any t ∈ R in the following three different ways:

D(t+) := f(t+), D(t−) := f(t−), D[t] :=
{
Dt, t ∈ T
0, t /∈ T,

where f(t±) denotes the left/right limit of the piecewise-
smooth function f at t ∈ R. Furthermore the restriction
of a piecewise-smooth distribution D= fD+

∑
τ∈T Dτ to

any interval I⊆ R is well defined by

DI := (fI)D +
∑

τ∈T∩I
Dτ

where fI(t) = f(t) if t ∈ I and f(t) = 0 otherwise.
C. Initial trajectory problems and switched DAEs

Theorem 4 ([10], [11]): Let x0 ∈ DnpwC∞ , f ∈ DnpwC∞
and (E,A) be a regular matrix pair. Then the linear
initial trajectory problem (ITP)

x(−∞,0) = x0
(−∞,0)

(Eẋ)[0,∞) = (Ax+f)[0,∞)
(5)

has a unique solution x ∈ DnpwC∞ . If f is induced by a
piecewise-smooth function the unique solution x satisfies,
for t ∈ (0,∞),

x(t+) =eA
difftΠx0(0−) +

∫ t

0
eA

diff(t−s)Πdifff(s)ds

−
n−1∑
i=0

(Eimp)iΠimpf (i)(t+)

and

x[0] =−
n−1∑
i=0

(Eimp)ix0(0−)δ(i)

−
n−1∑
i=0

(Eimp)i
i∑

j=0
f (i−j)(0+)δ(j) (6)

where δ(i) denotes the ith derivative of the Dirac
impulse δ. In particular, if f = 0, then

x(0+) = Πx(0−).
By reapplying the ITP at each switching time we

immediately have the following result for switched DAEs.
Corollary 5: The switched linear DAE

Eσẋ=Aσx+f

with regular matrix pairs (Ep,Ap), p ∈ {1, · · · ,P},P ∈ N
has a unique solution for every f ∈ DnpwC∞ and every
initial trajectory x0 ∈ DnpwC∞ . In particular, the jumps



and Dirac impulses induced by the switches are uniquely
determined.
The main goal of this note is the generalization of
that linear existence and uniqueness result to nonlinear
switched DAEs of the form (1).

III. Main theoretical result
A. Solution concept

The first challenge in studying the nonlinear switched
DAE (1)

Eσẋ=Aσx+gσ(x) +f

within a distributional solution framework is the non-
linear evaluation gσ(x) for distributional x. Due to the
linear nature of the space of distributions it is not possi-
ble to have a general nonlinear evaluation of distributions
without leaving the space of distributions. Our approach
to overcome this problem is the assumption that the
nonlinearity is sparse in some sense and that gσ is
independent of the possible impulsive parts of x. This
is made precise in the following definition:

Definition 6: Consider a nonlinear switched DAE of
the form (1) with f ∈ DnpwC∞ . We make the following
sparsity assumption for all p ∈ {1, . . . ,P}
(Gp) ∃gp : Rmp → Rnp ∃Mp ∈ Rmp×n ∃Np ∈
Rn×np ∀ξ ∈ Rn : gp(ξ) =Npgp(Mpξ) with
mp ≤ n, np ≤ n.
Then x ∈ DnpwC∞ is a solution of (1), if

A1: Mσx is impulse-free, i.e. (Mσx)[t] = 0 for all
t ∈R or, in other words, there exists a piecewise-smooth
function x : R→ Rn such that Mσx is induced by the
piecewise-smooth function Mσx;

A2: Nσgσ(Mσx) is a piecewise-smooth function; and
A3: Eσẋ = Aσx+Gx+ f holds as an equality within

the space of piecewise-smooth distributions where Gx is
the distribution induced by the piecewise-smooth func-
tion Nσgσ(Mσx).

Remark 7: The choice of the matrices Mp and Np
in assumption (Gp) is not unique; in fact, it is always
possible to chose Mp =Np = I and g = g. However, this
trivial choice will prohibit Dirac impulses in the solution,
i.e, in this case Mpx will be impluse free if and only if
x is itself impulse free. Therefore it is not suitable for
our purpose of studying nonlinear switched DAEs in the
presence of impulses.

Furthermore, it is actually not correct to just say “x
is a solution of (1)”, because being a solution depends
on the choice of Mp and Np. Consequently, we write “x
is a solution if” and not “x is a solution if, and only
if,”, because a given x which does not satisfy conditions
A1, A2, and A3 may satisfy them for different matrices
Mp and Np (the suitable choice may actually depend on
x). Even if for a given x there does not exist matrices
Mp and Np such that A1, A2 and A3 holds, it may
still be possible that with a suitably defined nonlinear
distributional evaluation x could be seen as a solution of
(1). Finding a suitable necessary condition for a distri-
butional x being a solution of (1) is the topic of future
research and we content ourselves here with a definition
giving a sufficient condition for being a solution.

B. Motivation for solution concept: water networks
In our recent work [4] we have investigated a switched

DAE model for water distribution networks with a spe-
cial focus on the so called water hammer effect occurring
in the simple water network as shown in Figure 1, see
also [12], [13].

PU

PD

PL,QL

x = 0 x = L

Fig. 1: Simple water network with a valve at position x= L.
The corresponding switched DAE model (1) with x=

(Q,P0,PL)> and

σ(t) =
{

1, t ∈ [0, ts), valve open
2, t ∈ [ts,∞) valve closed

is given by

E1 = E2 =
[

1 0 0
0 0 0
0 0 0

]
,

A1 =
[0 c1 -c1

0 1 0
0 0 1

]
, A2 =

[0 c1 -c1
0 1 0
1 0 0

]
,

f =
{

(0,−PU ,−PD)>, on [0, ts),
(0,−PU ,0)>, on [ts,∞),

g1(x) = g2(x) = g(x) =
( -c2Q|Q|

0
0

)
,


(7)

where c1 > 0 and c2 > 0 are some constants. Clearly, the
nonlinearity gσ(x) = g(x) in (1) does not depend on all
components of x and is also not present in all equations, hence
we can write

g(x) =N g(Mx)

where N = [1,0,0]>, M = [1,0,0], g(Q) = −c2Q|Q|; i.e. the
sparsity condition (Gp) holds. In [4] we have utilized this spe-
cial structure to show existence and uniqueness of solutions of
the corresponding nonlinear switched DAE; however, we have
not investigated the general case.

C. Existence and uniqueness of solutions
Similar as in the linear case we will establish an existence

and uniqueness result for nonlinear ITPs first:
Theorem 8: For ω ∈ (0,∞], consider the local nonlinear

ITP
x(−∞,0) = x0

(−∞,0)
(Eẋ)[0,ω) = (Ax+g(x) +f)[0,ω)

(8)

with initial trajectory x0 ∈ DnpwC∞ . We make the following
assumptions:
(R): (E,A) is regular.
(F): The inhomogeneity f is induced by a piecewise-smooth

function f : R→ Rn, i.e. f = fD.
(S): g : Rn → Rn is locally Lipschitz continuous and

piecewise-smooth.
(G): ∃g : Rmg → Rng ∃M ∈ Rmg×n ∃N ∈ Rn×ng ∀ξ ∈ Rn :

g(ξ) =N g(Mξ) .
(M): MEimp = 0.
(N): imN ⊆ imE.
If all these assumptions are satisfied, then there exists ω > 0
such that the local nonlinear ITP (8), has a unique solution
x∈DnpwC∞ (in an analogue sense of Definition 6) on (−∞,ω).

The proof of this theorem is based on the following lemma.



Lemma 9 (Modified QWF): Assume the QWF of a regular
matrix pair (E,A) has the special form

(SET,SAT ) =
([

I 0 0
0 0 0
0 N1 N2

]
,
[
J 0 0
0 I 0
0 0 I

])
(9)

where [N1,N2] has full row rank and N2 is nilpotent. Write
T = [T v, Tw1 , Tw2 ] and S> = [Sv>, Sw1

>, Sw2
>] corresponding

to the block sizes of (9). Then for any M and N as in
assumption (G) the following equivalences hold

MEimp = 0 ⇐⇒ MTw2 = 0,
imN ⊆ imE ⇐⇒ Sw1 N = 0.

Proof: The first equivalence is shown as follows

MEimp =M·T
[0 0 0

0 0 0
0 N1 N2

]
T−1 = 0

⇐⇒ M[T v, Tw1 , Tw2 ]
[0 0 0

0 0 0
0 N1 N2

]
= 0

⇐⇒ M[0, Tw2 N1, T
w
2 N2] = 0

⇐⇒ MTw2 [N1, N2] = 0
∗⇐⇒ MTw2 = 0.

where equivalence ∗ is a consequence from the full row rank of
[N1, N2]. In order to derive the second equivalence, we have
to observe first that

imSw1
> = kerE> or, equivalently, kerSw1 = imE,

hence the second equivalence follows from

Sw1 N = 0,
⇐⇒ imN ⊆ kerSw1 ,
⇐⇒ imN ⊆ imE.

Proof of Theorem 8. The proof proceeds in several steps.
Step 1: We construct S and T such that (9) holds.
Let V̂∗ and Ŵ∗ be the Wong limits of the transposed matrix
pair (E>,A>) and let n1 := dim V̂∗, n1

2 := dimkerE>, n2
2 :=

dimŴ∗−n1
2. Since by construction kerE> = Ŵ1 ⊆ Ŵ∗ we

can choose full column rank matrices V̂ and Ŵ = [Ŵ1,Ŵ2]
such that

im V̂ = V̂∗, imŴ = Ŵ∗, imŴ1 = kerE>.

With

S := [V̂ ,Ŵ1,Ŵ2]>, T := [E>V̂ ,A>Ŵ1,A
>Ŵ2]−>

it follows that (SET,SAT ) is the transpose of the QWF of
(E>,A>) and hence a QWF itself. Furthermore, by construc-
tion Ŵ1E = 0, which shows that (SET,SAT ) has the form (9)
and it remains to be shown that [N1,N2] has full row rank.
Assume the contrary, then there exists a vector v ∈ Rn

2
2 \{0}

with v>[N1,N2] = 0 and, therefore,

0 = [0,0,v>]
[
I 0 0
0 0 0
0 N1 N2

]
= [0,0,v>]SET,

which is equivalent to 0 = [0,0,v>][V̂ ,Ŵ1,Ŵ2]>E = 0. Hence
v>Ŵ>2 E = 0, or equivalently, E>Ŵ2v = 0 which implies that

{0} 6= imŴ2∩kerE> = imŴ2∩ imŴ1.

This contradicts full rank of Ŵ = [Ŵ1,Ŵ2] and Step 1 is
complete.
Step 2: We rewrite the nonlinear DAE in coordinates corre-
sponding to the QWF (9).
Let

(
v
w1
w2

)
:= T−1x then Eẋ=Ax+g(x) +f is equivalent to

SET
(
v
w1
w2

)
= SAT

(
v
w1
w2

)
+Sg

(
T
(
v
w1
w2

))
+Sf

Choosing S> = [Sv>,Sw1
>,Sw2

>] and T = [T v,Tw1 ,Tw2 ] as in
Step 1, the ITP (8) is therefore equivalent to

v(−∞,0) = v0
(−∞,0)

v̇[0,∞) =
(
Jv+N vg (Mx) +fv

)
[0,ω)

(10a)

w1(−∞,0) = w0
1(−∞,0)

0 =
(
w1 +Nw1 g (Mx) +fw1

)
[0,ω)

(10b)

w2(−∞,0) = w0
2(−∞,0)

(N1ẇ1 +N2ẇ2)[0,∞) =
(
w2 +Nw2 g (Mx) +fw2

)
[0,ω)

(10c)

where
(
v0

w0
1

w0
2

)
:= T−1x0,

(
fv

fw
1
fw

2

)
= Sf and

[
Nv

Nw
1
Nw

2

]
= SN .

Step 3:Existence and uniqueness of solutions.
Assumption (N) together with Lemma 9 yields that Nw1 = 0,
hence the ITP (10b) simplifies to

w1(−∞,0) = w0
1(−∞,0)

0 =
(
w1 +fw1

)
[0,ω)

which clearly has the unique solution

w1 = w0
1(−∞,0)−f

w
1 [0,ω).

Note that w1 is a piecewise-smooth function (and not a
distribution) on [0,ω). We can plug this solution into (10a)
and take into account assumption (M) together with Lemma 9
to obtain

v(−∞,0) = v0
(−∞,0)

v̇[0,∞) = h(·,v)[0,ω)

where h(t,v) = Jv+N vg(MTw1 v+MTw1 w1(t)) + fw1 (t), i.e.
(10a) is a usual ODE where h is smooth in v (in particular,
locally Lipschitz) and piecewise-smooth in t (in particular,
measurable), hence classical ODE solution theory guarantees
existence and uniqueness of a (local) solution v. Note that v
is a piecewise-smooth and absolutely continuous function on
[0,ω). Finally, we see that (10c) can be written as

w2(−∞,0) = w0
2(−∞,0)

(N2ẇ2)[0,∞) =
(
w2 + f̃w2

)
[0,ω)

where f̃w2 = fw2 −N1ẇ1 +Nw2 g(MT vv +MTw1 w1). Hence
(10c) becomes a usual nilpotent DAE ITP with (possibly
distributional) inhomogeneity f̃w2 and has a unique (distri-
butional) solution on (−∞,ω).

Remarks 10: We want to discuss in the following how the
assumptions of Theorem 8 may be relaxed.

(R) In linear DAEs the regularity assumption on (E,A)
is necessary and sufficient for existence and uniqueness of
solutions. Since we do not make strong assumptions on the
nonlinearity g, it is not excluded that g still contains a linear
component. In the extreme case g(x) = Mx for some matrix
M , the regularity of the matrix pair (E,A+M) is more or less
independent of the regularity of (E,A). Hence in a nonlinear
setup without further restrictions on g regularity of (E,A) is
neither necessary nor sufficient for existence and uniqueness
of solutions; however it allows us to use a certain coordinate
transformation which reveals important structural aspects.

(F) Requiring that the inhomogeneity does not contain
Dirac impulses is important to ensure that the solution w1 of
(10b) does not contain Dirac impulses, because w1 is plugged
into the nonlinearity. Furthermore, classical solvability of the
nonlinear ODE (10a) is only guaranteed for non-impulsive
inhomogeneities. However, in the context of impulsive systems
one may allow Dirac-impulses in fv (but not derivatives of



Dirac impulses) then the solution exhibit jumps. In (10c) the
presence of Dirac impulses (and its derivatives) in fw2 isn’t a
problem at all.

(S) Local Lipschitz continuity is needed to have existence
and uniqueness of solutions of the nonlinear ODE (10a).
Additionally piecewise-smoothness is assumed to ensure that
condition A2 in the solution Definition 6 is satisfied.

(M) The intuition behind this assumption is that due to
(6) the impulsive parts in the solution x of a (linear) DAE
in response to an inconsistent initial value is in the image of
Eimp. Hence if MEimp = 0 then the nonlinearity satisfying
(G) doesn’t “see” the possible Dirac impulses in x and can
therefore be evaluated even for distributional x. A convenient
consequence of (M) is the ability to solve (10a) and (10b)
independently of (10c).

(N) This assumption was used in the proof to show that
(10b) has a unique solution which then can be plugged into
(10a) as an inhomogeneity. If (M) holds, one can significantly
relax (N) by just requiring that the nonlinear algebraic equa-
tion

0 = w1 +Nw1 g(MT vv+MTw1 w1) +fw1 (11)

is uniquely solvable for w1 in terms of v and fw1 or in other
words the combined DAE (10a), (10b) (which due to (M)
is independent of w2) has index one. The problem with this
index one assumption is that it is depending on g and may
be hard to check in the original coordinates.

In the context of switched DAEs we are usually interested
in global solutions, i.e. in order to apply Theorem 8 to (1)
we need to make an additional assumption to exclude the
occurrence of finite escape time. From the equivalent represen-
tation of each ITP in the form (10) it becomes clear that the
only source for finite escape time is the nonlinearity in (10a).
Therefore, it is sufficient to make the following assumption
for each p ∈ Σ:
(∞p) All solutions x∈DnpwC∞ of the ITP (5) corresponding to

mode p do not exhibit finite escape time, i.e. ω =∞.
Provided all assumptions of Theorem 8 are satisfied, a suf-
ficient condition for existence of global solutions is global
Lipschitz continuity of the nonlinear term g. However, in
water networks the nonlinearity is quadratic and hence not
globally Lipschitz (in that case the nonlinearities are friction
terms and hence have a stabilizing effect and do not produce
finite escape time). In general, it is difficult to formulate
non-conservative conditions ensuring global solutions. In the
following, we will denote with (Rp), (Sp), (Mp), (Np) the
corresponding conditions (R), (S), (M), (N) for mode p ∈ Σ.
We can now formulate our main existence and uniqueness
result for solutions of switched nonlinear DAEs of the form
(1) as a corollary of Theorem 8.

Corollary 11: Consider the switched DAE (1) satisfying
conditions (Rp), (F), (Sp), (Gp), (Mp), (Np), (∞p) for each
mode p ∈ Σ. Then for any initial trajectory x0 ∈ DnpwC∞ on
(−∞,0), there exists a unique distributional solution x ∈
DnpwC∞ of (1) (in the sense of Definition 6).

Remark 12: The assumption (∞p) is usually too strong
because it suffices that the local solution of mode i on [ti, ti+
ωi) covers the (usually finite) interval [ti, ti+1]. Furthermore,
not all initial values for mode i have to be considered, only
the consistent ones from the previous mode. The advantage
of condition (∞p) is the independence of the switching signal,
i.e. existence and uniqueness of solutions can be guaranteed
for arbitrary switching signals.

IV. Examples

A. Application to the example in Section III-B
We consider again the motivational example of a simple

water network given by (7). It is easily seen that (E1,A1),

(E2,A2) are regular, i.e. (Rp) holds. According to the con-
struction of Step 1 of the proof of Theorem 8 we can calculate

T1 =
[

1 0 0
0 0 1
0 1 0

]
, S1 =

[1 -c1 c1
0 0 1
0 1 0

]
, Eimp1 =

[
0 0 0
0 0 0
0 0 0

]
,

T2 =
[

1 0 0
0 1 0
0 1 - 1

c1

]
, S2 =

[0 0 c1
0 1 0
1 0 0

]
, Eimp2 =

[
0 0 0
0 0 0

- 1
c1

0 0

]
.

with M1 =M2 =M, N1 = N2 = N , g1 = g2 = g as in
Section III-B we immediately see that (Sp), (Gp), (Mp) and
(Np) holds. Under the assumption that the reservoir pressures
only changes smoothly in time (or are just constant), the
inhomogeneity f is piecewise-smooth, i.e. (F) holds. With
some simple arguments it can be shown that all solutions of
the corresponding ITP are global, hence Corollary 11 ensures
existence and uniqueness of distributional solutions of the
switched DAE modeling the simple water network in Figure 1.
Indeed, Dirac impulses occur when switching from mode 1
(valve open) to mode 2 (valve closed). The solution on [0, ts)
then reads as:

x= (Q(t−s ),PU ,PD).

The solution on [ts,∞) then reads as:

x= (0,PU ,PU −
1
c1
Q(t−s )δts ).

graphically shown in 2.
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Fig. 2: Plot of solution x of Example (7) over time. In (a), red dotted
line shows jump in Q and in (b) impulse in PL due to presence of
derivative of Q, moreover PL[ts] denotes impulse at t = ts. The
coefficient of δts is the length of impulse.

B. Academic example with nontrivial nonlinearity

The above example of the simple water network as well
as other example based on water networks usually have very
simple nonlinearities and the choice of M and N is rather
obvious (because they just contain rows and columns of the
identity and zero matrix). In the following we would like to
analyze the application of Theorem 8 to a nonlinear DAE
with a more interesting nonlinearity. Therefore consider the
ITP (8) with

E=


-1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0

 , A=


0 c1 0 1 0 0 0
0 0 0 c1 0 0 -c1
0 0 -1 0 0 0 -c1
1 -1 -1 0 0 0 0
0 0 1 0 1 0 0
0 0 -1 0 0 1 0
0 0 1 -1 0 0 0



g(x) =


c2(x1+x2+x4)2+c3x

2
1

c4(x4−x3)3

c5x
4
6−c6x

2
1

c7(x4−x6)3

c8x
2
1

0
0

 , f = 0.



It is easily verified that conditions (R), (F), (S) are satisfies
and we can calculate S, T , and Eimp as follows:

T =


-1 0 0 0 0 0 0
0 1 1 -1 -1 0 0
0 0 1 -1 0 0 0
0 0 1 -1 -1 0 0
-α 1-α 1 -1 -2 -α α
0 0 1 0 0 0 0
α α α -α 1-α 0 -α

, S =


1 0 0 0 0 c1+1 c1+1
0 1 -1 0 0 c1+1 c1
0 0 0 1 0 -2 -1
0 0 0 0 0 1 0
0 0 0 0 0 0 1
1 1 0 0 -c1 0 0
0 0 1 -1 0 0 0

,
Eimp =


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
-α -α 0 -α 0 α -1
0 0 0 0 0 0 0
0 0 0 α 0 -α 0

 with α= 1
c1
.

To satisfy condition (G) we can choose:

M=

[
1 1 0 1 0 0 0
0 0 -1 1 0 0 0
0 0 0 0 0 1 0
0 0 0 1 0 -1 0
1 0 0 0 0 0 0

]
, N =


c2 0 0 0 c3
0 c4 0 0 0
0 0 c5 0 -c6
0 0 0 c7 0
0 0 0 0 c8
0 0 0 0 0
0 0 0 0 0

 ,
ḡ(ξ) =


(ξ1)2

(ξ2)3

(ξ3)4

(ξ4)3

(ξ5)2

 with ξ =Mx=

(
x1+x2+x4
x4−x3
x6

x4−x6
x1

)
,

for which g(x) = N ḡ(Mx) holds. With this choice it is
easily checked that (M) and (N) hold. Altogether, the as-
sumptions of Theorem 8 hold and we can conclude that for
any initial trajectory there is a unique distributional solution
of the nonlinear ITP (8)

Remark 13: The nonzero rows of Eimp correspond to state
variables containing Dirac impulses. For the previous ex-
ample, this means x5 and x7 in general contain impulses.
Hence, if x5 or x7 explicitly appear in the nonlinearity, then
assumption (M) will not be satisfiable and Theorem 8 will not
be applicable.

C. An example which cannot fully be handled so far
Finally, we will give a small academic example for which

our approach is not applicable yet and it remains a future
research topic, how to treat these kind of equations. Consider
ITP (8) with

E=
[

-1 0 0
0 1 0
0 0 0

]
, A=

[ 0 0 1
c1 0 -1
-1 0 0

]
, g(x) =

( 0
(x3)3

0

)
, f = 0.

(12)
It is easily verified that conditions (R), (F), (S) are satisfies
and we can calculate S, T , and Eimp as follows:

T =
[

0 -1 0
1 -1 0
0 0 1

]
, S =

[1 1 c1
0 0 1
1 0 0

]
, Eimp =

[
0 0 0
0 0 0
-1 0 0

]
.

With this choice we have

SET =
[

1 0 0
0 0 0
0 1 0

]
, SAT =

[
0 0 0
0 1 0
0 0 1

]
,

i.e. we arrive at the modified QWF (9) with N1 = [1] and
N2 = [0]. In particular, the ITP (8) is equivalent to the ITP
given by

v̇ =(w2)3, (13a)
w1 =0, (13b)
ẇ1 =w2. (13c)

For a nonzero initial value for w1(0−) we see that the jump
in w1 (enforced by (13b)) results in a Dirac impulse in w2
(as a consequence from (13c)) and the third power of the
Dirac impulse enters as an inhomogeneity the ODE (13a) for
v. As of now, it is not clear how to define a suitable solution
concept in this case. Since (13) is an equivalent representation
of the original ITP (8) given by (12) it cannot be solved with
our approach (in fact it will not be possible to find matrices
M and N such that assumptions (M) and (N) are satisfied).

However, our special QWF allows to identify critical inconsis-
tent initial values. In particular, if w1(0−) = 0 then the ITP
(13) is solvable and we can conclude that for all (possibly
inconsistent) initial values x0 ∈ T im

[
1 0
0 0
0 1

]
= im

[
0 0
1 0
0 1

]
the ITP

(8),(12) will have a solution.

V. Conclusion
We have studied switched nonlinear DAEs with respect to

existence and uniqueness of solution in the presence of im-
pulses. A theorem with sufficient conditions for the existence
of local solution of ITP is presented. Moreover, its extension
to switched nonlinear DAEs is presented which is possible un-
der the assumption that no finite escape time occurs between
the switches. We provide some simple water network example
where this solution framework is applicable. Moreover, this
solution framework seems applicable for all water networks
with mild topological assumption, i.e, whenever the network
is disconnected by valve closing, each connected components
must retain connection to a reservoir. Further details of this,
is a topic of ongoing research.
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